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1. INTRODUCTION

The SIR-C processing algorithm design contains several unique characteristics as follows:
a) Large number of radar modes:

The SIR-C has two frequency bands, four polarization channels, up to twentythree data
acquisition modes, two shuttle attitude modes, two range chirp bandwidths, three pulse
durations, eight nominal PRFs, three input data sample quantizations, incidence angles
from 15° up to 65°, and five types of data products. The processor must be capable and
flexible to handle various radar modes and a large variation of processing parameters.
The large number of radar modes complicates not only the software implementation but
aso the system integration and acceptance test.

b) Two processing modes: survey and standard:

The survey processor is a burst mode processor used for generation of quick-look
imagery. The standard processor is a continuous mode processor used for generation of
caibrated high resolution imagery. Both processors are distinct in algorithm design and
require separate performance analysis.

c) High Doppler drift in both along-track and cross-track directions:

High Doppler drift requires frequent update of azimuth reference functions and range
migration curves. Furthermore, the azimuth skew may be greater than a processing
block, which is particularly true for the C-band case. The high Doppler drift also
complicates the geometric rectification procedure to correctly assemble all the image
blocks into a seamless strip image.

d) Multi-look filtering algorithm:
A new multi-look filtering algorithm is developed. The agorithm design is unique in the
sense that with only small computation complexity permitted, it has to accomplish a
number of functions atogether, such as resolution broadening control, sidelobe ratio
control, speckle noise reduction and slant-to-ground range conversion.

€) Multi-frequency and multi-polarization data processing:
This requires proper generation of range and azimuth reference functions to ensure

registration among multi-channel images and radiometric and phase calibration of data
products.



1.1 Purpose _

This document contains the processing algorithm design of the SIR-C Ground Data
Processing System (GDPS). It covers detailed processing algorithm design and
specifications required to process SAR signal data into desired image products. The
purpose of this document is to demonstrate that this design can meet al the functional
reguirements set forth in the SIR-C GDPS Functional Requirements Document (JPL. D-
4892). This design document in conjunction with the Software Requirements Document
and the Software Specifications Document will be used as the prime references to
implement the SIR-C processor.

1.2 Scope

This document contains the processing algorithm design used to process SAR signal data
into image products. Topics related to the data transfer, output product generation,
radiometric and geometric calibration are not covered in this document.

The overall processing algorithms are organized into six different sets:
a) Initial processing parameters generation algorithm;
b) Turn-on and turn-off sequence processing algorithm;
) Survey processing algorithm;
d) Standard preprocessing algorithm;
€) Standard processing agorithm;
f) Standard postprocessing algorithm; and

g) Quality assurance agorithm.
The initial processing parameters generation algorithm contains a number of routines used
[0 derive the initial Doppler predicts from the ephemeris parameters, the image geodetic
locations and other processing and image related parameters. The turn-on and turn-off
sequence processing algorithm is designed to process the receive only noise data, caltone
scan data and PRF scan data. The survey processing algorithm is employed to process the
entire data of a data take into survey image products. The standard preprocessing algorithm
is employed to refine the Doppler centroid and Doppler frequency rate estimates. The
standard processing algorithm is employed to process a segment of data into standard
image products. The quality assurance algorithm is employed to assure the data quality at
each processing stage.
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2. SYSTEM REQUIREMENTS

This section documents system requirements of the SIR-C Ground Data Processing System
(GDPS). These system requirements are divided into the following four categories: @) Orbit
characteristics: b) Radar system characteristics, ¢) Processor image quality requirements:
and d) Processing parameter requirements.



2.1 Orbit Characteristics

The SIR-C radar is flown on the NASA Space. Transportation System (Shuttle) with the

following orbital and attitude characteristics:
1. Orbital Characteristics:
a) Nominal Altitude: 215 km 425 km,
b) Eccentricity: <0.002
¢) Inclination: 57°
2. Position Frror (3u):
a) along-track: +3.048 Km
b) cross-track: 40.610 Km
c) radial: +0.5349 Km
3. Velocity Error (30):
a) aong-track: +0.549 in/sec
b) cross-track: 40.S8L1 m/sec
c) radial: 4£3.353 m/see
1. Attitude Error:
Measurement (3o):
a) roll: +1.24°
b) yaw: +1.43°
c) pitch: +1.78°
Drift Rate (30):
a) roll: +0.03°/sec
b) yaw: +0.03 °/see

c) pitch: £0.03°/sec



2.2 Radar System Characteristics

The characteristics of the SIR-C synthetic aperture radar are listed as follows:
1. Radar Transmit. Center Frequency:
a) L.-Band (20 MHz Bandwidth): 1248.6261 +0.1MHz
b) 1,-Band (10 MHz Bandwidth): 1254.29474 0.1 MHz
c) C-Band (20 MHz Bandwidth): 5298.36694:0.1 MHz
d) C-Band (10 MHz Bandwidth): .5304,03 5640.1MHz
9. Polarization:
a) Simultaneous HH. HV., VVH, VV
b) Cross Polarization Isolation: >20dB
3. Antenna Boresight Alignment (10):
a) LHto LV: £0.020° in azimuth,< O.1° in elevation
b)CHto CV: <0.005° in azimuth, <0.1° in elevation

4. Incidence Angle: 17° - 63°, maximumn incidence angle for the quad-polarization mode:

15°

Swath Width:

&)

a) Minimum Ground Swath: 15Km
by Maximum Ground Swath: 90 Km
6. Noise Equivalent 0o:
a) |.-Band: -40 dB at 50°
b) C-Band: -36 dB at 50°
i. Range Chirp:
a) Slope: linear FMdown chirp
b) Bandwidth: 1040.01MHz, 203-0.01 MHz
c) Pulse Duration: 33.8/16.9/8.4440.01 micro-second
d) Rea Sampling Rate: ?2.5 MHz (STALO/4), 45.0 MHz (STALO/2)
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8. Data Sample Format: 4 bit, 8 bit or (8,4) BFPQ

9.

10.
11.
12.
13.

14

15.

16.

17.

18.

Electronic Timing Error (1o):

a) Absolute A/li Jitter Error: 50 pico-second
b) Relative A/D Jitter Frror: 1 nano-second
c) A bsolute Electronic Delay Time Error: 25 nano-second

d ) Relative Electronic Delay Time Frror:

Data Rate: 45 M bits/see x 4 channels
Data Source: HDDT (Cassettes)
Data Volume: 50 hrs x 4 channels

Pulse Repetition Frequencies. 16 values

Nomina : (

1240.0Hz
Anomalous :

( 1S90.0112 1953,0112 2016.0Hz 2160.0Hz)

. STALO Frequency:

a) STALO Frequency: 89.994240 MHz+ TBDHz

b) STALO Drift Rate: < 2 parts per million per year

c) STALO Drift Uncertainty: <20%

Antenna:

a) Physical Size: 12.1 m x 2,80 m for
x 0.40 m for X-SAR)

b) Radiated Power: 4.317 KW for L.-Band.2.285 KW for C-Band

Dynamic Range:
a) Distributed Targets:20dB

b) Point Targets: 40 dB

- g -

5 nano-second

1344.0Hz1395.0Hz 1440.0112 1488.0Hz
1512.0Hz 1620.0Hz

Data Window Position Interval: 4.9780964- icro-second (or 448/STALQ)

One-Dimensional Impulse Response ISI. R: - 12dB overall, =14 dB processor

l.-[land, 12.1 m x 0.74 m for C-Band,(12.1 m



2.3 Processor image Quality Requirements

All the standard image data products shall meet or exceed the following specifications:
1. Spatial Resolution Broadening:
a) Range: <20%
b) Azimuth:< 20%
2. PSLR:
a) Range: < -17 dB
b) Azimuth: < =17 dB
3. ISLR:
a) Range < -14 dB
b) Azimuth: <-14dB
4. Azimuth Ambiguity to Signal Ratio (ASR):<-20dB
5. Swath Width:
a)Minimum Ground Swath: 15 Km
b) Maximum Ground Swath: 90 Km
6. Radiometric Accuracy (Science Goal):
a) Relative Cross-Swath (le):40.2dB
b) Relative Band-to-Band(lo):41.5dB
c) Relative Channel-to-Channel(lo):4+1.0dB
d) Absolute Each Channel (30):43.0dB

-1

Geometric Accuracy (3o):
a) Absolute Location: <100 m
b) Registration:
Pol-to-pol: < 1/8 pixel
Band-to-band: < 1/8 pixel
c) Geometric Rectification:

Scale < 0.1%
Skew: < 0.1%



2.4 Processing Parameter Requirements

‘I’his section summarizes processing parameter anaysis results based on the given orbit and
radar system characteristics.

2.4.1 Doppler Bounds

‘Table 2.1 shows the Doppler bounds of the SIR-C I,- band, C-band and the X-SAR at 57°
inclination angle.

2.4.2 Doppler Drift Rates

Table 2.2 shows the worst case along-track and cross-track Doppler drift rates of the SIR-C
1,-band, C-band and the X-SAR at 57° inclination angle.

2.4.3 Doppler Update Rate

Table 2.3 shows the worst case along-track and cross-track Doppler update rates of the
SIR-C L-band, C-band and the X-SAR at 57° inclination angle. The update criteria are

a) 10% PBW for the Doppler centroid;

b) 1 /7°*(= /4 quadratic phase error) for the Doppler frequency rate, where 7' represents the
full synthetic aperture time.

2.4.4 Range Migration Extent

Table 2.4 shows the maximum range walk and range curvature of the SIR-C L-band. C-
band and the X-SAR at 57° inclination angle for high resolution mode (20 MHz range chirp
bandwidth) and low resolution mode (10 MHz range chirp bandwidth).

2.4.5 Synthetic Aperture Time

Table 2.5 shows the synthetic aperture time and length of the SIR-C L-band, C-band and
the X-SAR at 57° inclination angle.
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SIR-C SIR-C
Doppler Bound L-BAND C-BAND X-SAR
ot
Fy (Hi)[ ] + 5300 + 22000 + 39800
F (Hz/sec)(?] 2100, 800 | 8700 , 3400 |15800, 6100

Table 2.1: Doppler Bounds for the SIR-C L-band, C-band and the X-SAR at
57” inclination angle.
[1]: High look angle.
[2]: Low, anti high look angles,

. SIR-C SIR-C
Doppler Drift Rate -
pp CBAND CBAND X-SAR
ALONG-TRACK
3
d (Hz/sec)[] 57 236 428
F (Hz/sec? ) ** 0.03, 0.01 | 0.12, 0.04 0.23, 0,08
CROSS-TRACK
F, (Hz/Km) [2) 78, 3 325, 13 587, 23
F. (Hwseckm)® | 67 11 27.9, 4.6 50,4, 8.3

Table 2.2: Worst case Doppler drift rate for the SIR-C L-band, C-band and
the X-SAR at 57° inclination angle,
[1]: High look angle.
[2]: Low, and high look angles.
[3]: 45° look angle.



SIR-C SIR-C
Doppler Update Rate L-BAND C-BAND X-SAR

ALONG-TRACK

Fd (see) * 2.63 0.63 0.35

Foo(s.) 12 43, 21 181, 87 326, 156
CROSS-TRACK

‘d (m) @ 641, 16667 | 154, 4007 85, 2216

Fo (m)l@ 194, 189 807, 786 1459, 1421

Table 2.3: Worst case Doppler update rate for the SIR-C L-band, C-band

and the X-SAR at 57° inclination angle,

[1]: High look angle,

[2]: Low, and high look angles.

[3]: 45° look angle.

[4]: tderror budget: along-track: 6% DBW,; cross-track 2% DBW,

clutteriock: 2270 DBW.
[5]: fr (quadratic phase) error budget: along-track: n/16;
cross-track: =/16; autofocus: «/8.
RANGE
: SIR-C SIR-C
WALK/CURVATURE! L-BAND C-BAND X-SAR
(BINS)

10 MHz (13.4 m) 72/2.1 17/0.12 10/0.04
20 MHz (6.7 m) 144/4.3 35/0.25 19/0.08

Table 2.4: Maximum range walk/range curvature for the SIR-C L-band, C-band
and the X-SAR at 57° inclination angle.




SIR-C SIR-C

L-BAND C-BAND X-SAR
TIME (see) 0.425 - 1.545 | 0.102 - 0.371 | 0.057 - 0.205
LENGTH (pulses) 571 - 2638 137 - 645 76 - 357

Table 2.5: Synthetic aperture time and length for the SIR-C L-band, C-band
and the X-SAR at 57° inclination angle.







3. DATA CHARACTERISTICS

This section defines the SIR-C GDPS nput data run format and output da a product format.
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3.1 Input Data Run Format

The data format of a SIR-C nominal recorded data acquisition sequence is shown in Fig.
3.1. It is composed of three data sequences. @) Turn-on sequence; b) Data take sequence:
and ¢) Turn-off sequence. Eachsegment in turn-on and turn-off sequence is one second
duration,

T.ere arc two types of turn-on sequence format: BITE and no BITE. The BI'TE format
consists of the following data segments for a total of six seconds.

a) One second Receive Only Seise data:
b) One second Caltone Scan data;

¢) One second LNA data;

d) One second HPA data;

€) One second P RF 4 data;

f) One second PRFp data

‘I"’he no BITE format consists of the following data segments for a total of six seconds.
a) Four second Receive Only Noise data;
b) One second PRF,4 datg;

c) One second P RFp data

The data take sequence contains the raw signal data acquired using P’ RF¢ for an average
duration of 8.5 minutes.

The turn-off sequence data consists of the following data segments for a total of six seconds.
a) One second PRFp data;
b) One second PRF4 data;

¢) Four second Receive Only Noise data

The null-line data used for estimation of the shuttle roll angles are inserted at every second
time ticks.



Null-Lines at every one second time tick

Turn-On Sequence Target uence Turn-Off Sequence
A
PRF
AN | CAL | LNA | HPAA| PRF PeF C > PrF PEF | RON | RON [ RON | RON
Scan | BITE| BUE | A B ‘ B A
or ofr or
RN | RON [ RON

7 7

94— 6 seconds > < Average 8.5 minutes > < 6 seconds ~———————%

time >

Fig.3.1: SIR-C input data run format. Each segment in turn-on and turn-off sequence is 1 second duration.
RON: Receive Only Noise, LNA: Low Noise Amplifier, HPA: High Power Amplifier, CAL scan: Caltone Scan.




3.2 Data Products Definition

Operations of the SIR-C GDPS are planned as follows, where the key milestones are sched-

uled relative to the completion date of the mission, It is assumed that the tape duplications

are done in the first two weeks post mission (at the KSC. not by the GDPS) and the first .
tape will be available to the GDPS team two week post mission. The SIR-C GDPS check-out

will start two week post mission or upon the reception of the first tape and last for a ‘period

of six weeks. The Phase 1 operation will start upon the completion of GDPS check-out, or

the beginning of the 9th week post mission, and continue until the end of the 20th week post
mission for a period of twelve weeks. The Phase 2 operation will start upon the completion

of Phase 1 operation, or the beginning of the 21st week post mission, and continue until four
weeks prior to the second flight.

The SIR-C output data products include:

1. Image Data Product
(@ Survey Image Product
(b) Standard Multi-Look Detected Image Product
(c) Standard Multi-Look Complex Image Product
(d) Standard Single-Look Complex Image Product

2. Reformatted Signal Datz Product.

The throughput requirements are as follows:

1. Phase 1 operation:
Generate 24 Survey Image Products and 5 Standard Single-Look Complex Image Prod-
ucts per week.

9. Phase 2 operation:
Generate 8.5 Multi-Look Detected Image products, 10.5 Multi-Look ComplexImage
Products, 1 Single-Look Complex Image Product, and 1 Reformatted Signal Data Prod-
uct per week.

Image quality specifications including requirements and estimated performance of each out-
put image product are shown in [5]. The data products are defined as follows:
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1. Survey Image Product:
(a)

(b)
(©)

(d)
(e)

(@

(b)
(©)
(d)

Description: strip image, 4-look, detected, deskewed, ground range, ~100 m resolu-
tion, 50 m pixel spacing, single-frequency, single-polarization

Data Format: S bits amplitude per pixel

Product Run Duration: entire data take with an S.5 minute average length (~ 3S00
Km)

Throughput: 24 runs per week for 12 weeks during Phase 1 operation

Medium: CD-ROM (distributed to Pls), CEOS formatted tape, strip thermal print
image (the last two archived in the Radar Data Center, not for distribution to Pls)

2. Standard Multi-Look Detected Image Product

Description: frameimage, multi-look, detected, deskewed, ground range, 12.5 m
pixel spacing, 25 m resolution in azimuth, 25 m or natural resolution in range,

single-frequency, single-polarization

Data Format: 16 bits amplitude per pixel

Product Run Duration: ~15 seconds (100 Km)

Throughput: S.5 runs per week for 40 weeks during Phase 2 operation

Medium: CEOS formatted tape, frame image print (the photoproduct is reduced
from the digital product to fit onto a single print paper)

3. Standard Multi-Look Complex Image Product

(@)

Description: “frame image, multi-look, complex polarimetric data, deskewed, ground
range, 12.5 m pixel spacing, 25m resolution in azimuth, 25 m or natura resolution
in range, single-frequency, dual-polarization or quad-polarization

(b) Data Format: compressed cross-products, Dual-polarization: 5 bytes per pixel,

Quad-polarization: 10 bytes per pixel

(c) Product Run Duration: ~15 seconds ( 100 Km)

(d)

Throughput: 10.5 runs per week for 40 weeks during Phase 2 operation

(e) Medium: CEOS formatted tape, frame image print (the photoproduct is reduced

from the digital product to fit onto a single print paper)
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4, Standard Single-Look Complex Image Product

(@) Description: frame image, single-look, complex, deskewed, slant range, natural spac-
ing, full-resolution, single-frequency, all polarizations

(b) Data Format: compressed scattering matrix, Single-polarization: 4bytes per pixel. .
llual-polarization: 6 bytes pet pixel, Quad-polarization: 10 bytes per pixel

(c) Product Run Duration: ~ 8 seconds (50 Km)

(d) Throughput: 5 rums per week for 12 weeks during Phase 1 operation, 1 run per week
for 10 weeks during Phase 2 operation

() Medium: CEOS formatted tape, frame image print (the photoproduct is reduced
from the digital product to fit onto a single print paper)

[a51)

Reformatted Signal Data Product.
(@ Description:SAR signal data, radar, platform and processing parameters

(b) Data Format: 8 bit unpacked and DWP shifted data with origina raw data header
and CEOS standard header to include decoded parameter values

(c) Product Run Duration: ~8 seconds (50 Km)
(d) Throughput: 1 run per week for 40 weeks during Phase 2 operation
(e) Medium: CEOS formmatted tape
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4. INITIAL PROCESSING PARAMETERS GENERATION ALGORITHM

The initial processing parameters generation algorithm is used to
(a) Generate initial Doppler parameters from the ephemeris data;
(b) Determine the-image latitude and longitude; and

(c) Generate parameters hecessary to initiate the data processing and parameters used to
interpret the image data.

The algorithm presented in this section is organized as follows: @) Definitions of coordinate
svstems, angles, rotations and radar attitude modes; b) Coordinate transformation; c) Initial
Doppler predicts: d) Image latitude and longitude location determination; and €) Processing
parameters and image parameters determination.




Let us use the following notations:

Ry = (x4, ys, 2,): Spacecraft position vector in the geocentric coordinate system;
Ve=(Va,,Vy,,Vz,): spacecraft velocity vector in the geocentric coordinate system;
Ry target position vector in the geocentric coordinate system;
Vi:target velocity vector in the geocentric coordinate system;
Ryt sensor-to-target position vector;

‘st sensor-to-target velocity vector;

Agt: sensor-to-target acceleration vector;

R.: earth radius at the equator;

Ft,:carth radius at the polar region:

f: longitude;

o: latitude;

h: sensor altitude;

fa: Doppler centroid frequency;

f+:Doppler frequency rate;

A: wavelength;

c: speed of light;

B: range chirp bandwidth;

PBW: processing bandwidth;

DW P: data window position;

np: number of pulses in the air;

fs: range complex sampling rate;

N,:number of range samples;

r4:electronic delay;

Og, 0y,0p: roll, yaw and pitch rotation angles,

0r: antenna mechanical tilt angle;

fs: antenna electronic steering angle;

0;: antenna look angle;

Or: antenna elevation angle;

0 4: azimuth squint angle;

ry: Slant range.
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4.1 Definitions

4.1,1 Spacecraft-Centered Local Coordinate System

The origin of the spacecraft-centered local coordinate system is defined to be the center of
the mass of the spacecraft. The Z-axis is pointing downward to the earth center, i.e..

U, = — A,

TheY-axis is pointing to the right, perpendicular to the plane determined byu, and Vi,
l.e.,
u* @V,
Yy = u, @ V4| !

where “@" represents the cross-product (outer-product ) operator. The X-axis completes the
right-handed coordinate system, i.e,

U =u,du,.

4.1.2 Shuttle Body Coordinate System

The origin of the shuttle body coordinate systeru iS defined to be the center of the mass
of the space shuttle. The positive Z-axis is defined to be pointing downward. The positive
X-axis is parallel to the vector from the center of mass to the nose of the space shuttle. The
positive Y-axis is parallel to the right wing.

4.1.3 Geocentric Coordinate Systems

There are a number of geocentric coordinate systems used by the SIR-C. They include:
(@) Aries mean of 1950 coordinate system;
(b) Earth mean equator and equinox of epoch coordinate system; and

(c) Greenwich true of date coordinate system.

The first two coordinate systems are inertial, The last one is rotating, For the SIR-C. the
Greenwich true of date coordinate system is used by the header subcommutated data. The
Earth mean equator and equinox of epoch coordinate system is used by the MOS ephemeris
file. The ephemeris parameters provided in the PATH tape are recorded in severa coordinate
systems. The Aeries mean of 1950 coordinate system will be used by the SIR-C.
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The Aries mean of 1950 coordinate system is defined as follows:
Origin: The center of the Earth
Fpoch: 2433282.423357 Julian date
X-Y plane: The mean equator of epoch
X-axis: Directed towards the mean of vernal equinox of epoch
Z-axis. Directed aong the Earth’s mean rotational axis and is positive north

Y-axis. Completes a right-handed coordinate system.

The Earth mean equator and equinox of epoch coordinate system is defined as follows:
Origin: The center of the Earth
Epoch: TBD Julian date, to be provided by the Mission Operations Subsystem
X-Y plane: The mean equator of epoch
X-axis: Directed towards the mean of vernal equinox of epoch
Z-axis. Directed along the Earth’s mean rotational axis and is positive north

Y-axis: Completes a right-handed coordinate system.

The Greenwich true of date coordinate system is defined as follows:
Origin: The center of the Earth
X-Y plane: The Earth’'s true of date equator
X-axis: Directed towards the prime meridian
Z-axis. Directed along the Earth’'s true of date rotational axis and is positive north

Y-axis. Completes aright-handed coordinate system.

4.1.4 Earth Model

The Clarke 1866 oblate ellipsoid model is selected, which is

2.2
4 = =1,
kR TR

12-+y

where

R, = 6378206.4 m
=920 -




R, = 6356583.8 m
1
/= 35458

2=2f - f* =0.006768658.

4.1.5 Roll, Yaw and Pitch Rotations

Theroll is the rotation around the X-axis of the shuttle body with right rotation defined as
the positive direction. The yaw is the rotation around the Z-axis of the shuttle body with
right rotation defined as the positive direction. The pitch is the rotation around the }’-axis
of the shuttle body with up rotation defined as the positive direction. For the SIR-C, the
shuttle maneuver is confined to the rotation sequence of pitch-yaw-roll, The zero attitude
is defined to be that the shuttle nose is directed forward and the shuttle bay is directed

up away from the earth center. The attitude maneuver is controlled to provide a 26° angle
between the positive Z-axis of the shuttle. body and the nadir vector.

4.1.6 Mechanical Tilt Angle

The mechanical tilt angle, 87, is defined to be the angle between the antenna panel and
shuttle cargo bay (X-Y plane of the shuttle body). For the SIR-C, the antenna mechanical

tilt is achieved by mechanically rotating the antenna about an axis fixed to the right hand
side of the payload bay when facing forward. The mechanicaltilt angle is fixed to be 14°.

4.1.7 Electronic Steering Angle

The electronic steering angle, s, is defined to be the angle between the antenna boresight
vector and the vector perpendicular to the antenna panel. The downward steering is defined
to be the positive direction, The maximum electronic steering angle is confined to be 123°.

4.1.8 Antenna Look Angle
The antenna look angle, 6;,is defined to be the angle between the antenna boresight (peak
gain) and the X-Z plane of the shuttle body.

4.1.9 Radar Attitude Modes

The SIR-C has two nominal radar attitude modes:
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(& Minus Z-Local-Vertical ( - ZLV) mode or nose forward mode: nose aligned to the velocity
vector, payload bay towards the earth center of mass, which results in a left-looking
antenna; and

(b) Positive Z- Local-Vertical (+ ZLV) or tail forward mode: nose opposite to the velocity
vector, payload bay towards the earth center of mass, which results in a right-looking
antenna.

Under special conditions, the non-nominal attitude mode may be required, for which case
the pitch, yaw and roll angles will be available to the processor.

These radar attitude modes results in right-looking and lefi-looking antenna. The right-
looking image is adopted as the standard image display format. The flight direction is
defined to be from left to right. The range direction is defined to be from top to bottom.

4.1.10 Effective Antenna Boresight Vector

The effective antenna boresight vector is determined by the mechanical tilt angle, electronic
steering angle and shuttle attitude (pitch-yaw-roll rotation sequence).

4.1.11 Off-Nadir Look Angle

The off-nadir look angle is defined to be the angle between the antenna boresight vector
and the nadir vector (the positive Z-axis of the spacecraft centered coordinate system).
The positive elevation angle is defined to be right looking. Yor the SIR-C, following the
mechanical tilt and shuttle attitude rotation, the antenna boresight is directed 40° off the
nadir vector. With the electronic. steering angle, the resultant off-nadir look angle will range
between 40+ 23°.

4.1.12 Azimuth Squint Angle

The azimuth squint angle is defined to be the angle between the effective antenna boresight
vector and the zero- Doppler hyperplane. The positive azimuth squint angle direction is
defined to be forward (velocity direction).

o
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4.2 Coordinate Transformation

421 Loca and Geocentric Coordinate Transformation

Thekey step is to express the unit vectors of the local spacecraft-centered coordinate System
in the geocentric. coordinate system.

u:z\ ¢

u. = u _ —“[Ih Ys vz.s]

: i ‘[I,, Ys azs}ti
uzz/

S Cu,@® (Vzy Vy, , Vaz,]!
v yy} T u, ® Vs, Vs, Vi)Y
Uy,

Uy U,

luy ® u,| .
Ur:)

uI:

"

=
~
w2
l

Let(z',y’, z')be a vector in the spacecraft-centered local coordinate system and (z,y,z ) be
the associated vector in the geocentric coordinate system. These two vectors are related by

!

T Urr Uyzr Ups T
'

Yy = u,y llyy u,y Yy
!

Uy Uyr Uy, 4

4.2.2 Polar and Cartesian Coordinate Transformation

4.2.2.1 Polar to Cartesian Coordinate Transformation

Let(z.,y,z) beavector in the Cartesian coordinate system. Let R be the magnitude of this
vector, ¢ (latitude) be the angle between the vector and the X-Y plane and 6 (longitude)
be the angle between the projected vector on the X-Y plane and the positive X axis.

T = Rcosdcosb
= Rcos ¢sind
2= Hsind.




4.2.2.2 Cartesian to Polar Coordinate Transformation

Again let (zy,yy,2¢)be a vector in the Cartesian coordinate system (a target on the earth
surface). Let § represent the longitude and the latitude. The local earth radius (from
target to center of the earth) is

R, =
The geocentric atitude is
P 2y
¢ =sin"! =1 |
| A2
Positive ¢ means nor h latitude. Negative o means south latitude. The longitude is

tan™} :L(, forz¢y >0, y1 >0
180° 4 tan™! f—" forry <0,y 20
—180° 4 tan™! g‘; for 2, <0,y <0

tan'l% - for ¢ > 0, y4 <0.

Positive & means east longitude, Negative § means west longitude.

4.2.3 Geocentric and Geodetic Coordinate Transformation

Let # be the geocentric latitude and ¢, the geodetic latitude. ‘They are related by

— -1
¢y = tan

tan ¢

1 — €?)

4.2.4 Inertial and Rotating Coordinate Transformation

The inertial and rotating systems are related bv the angle between the two X-axis's or the
conversion between the 6 angle (longitude).

omnhal = 6'rotating -t 0‘?’/“‘

=0,otating + 0,05 + wet

WhEre inerialis the longitude of the inertial coordinate system, rotating the longitude of
the rotating coordinate system, 6,., the angle between the positive X-axis of the rotating
svstem at a selected reference time and the inertial system, ¢ the elapsed time in days since

the reference time and w.(= 360.98562960/day) the earth rotation rate.
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4.3 Initial Doppler Predicts

4.3.1 Near Range Slant Range

Let us use the following notations:
2: range pixel index or azimuth line index, where O <i <N, - 1;
tmin(7): time since Doppler centroid that gives the minimum range migration;
fa(2): Doppler centroid of the ith azimuth line;
S+ (7): Doppler frequency rate of the ith azimuth line, where f, (i) < O;
[;: length of the interpolator used for range migration compensation; and

lo: length of the range interpolator used for geometric rectification.

The dant range, measured from the center of the aperture, of the first range sample prior to
range compression is determined by the number of pulses in the air, data window position

(DWP, including DWP fills) and electronic delay time.

71
Bo = | 5pF - T“J

Ml")

The dlant range, measured from the center of the aperture, of the first range pixel following
the range compression stays the same.

It can be shown that for each azimuth line,

~Hs 1A < PR

N FRE !_’Lfi
tmin = 477;3» if fa(7) < 5
_ PRF‘ ]ffd() P’}QLE'

Let tmin be the minimum number of i such that

A I
C/f, fd()mm‘* fr()mm *'>72""

The dlant range, measured from the center of the aperture, of the. first range pixel following
the azimuth compression is

i C
Ry = Ro + 1min‘)f
2]
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and the slant range, measured from the flight track, is

\ r200
RI _ R] '*Jdllmm)
1= — -

4Ifr(imin)| .

The slant range. measured fiomthe center of the aperture, of the first range pixel following
the geometric rectification is

. C
[{’2 = [{0 + llm'mv
<Js

; : { c
= Ry + (lmin+‘22"l) 57;

and the slant range, measured from the flight track, is

Mi (i)
Ry = Ry — 24 min’
- 4]f7(lnlin)|
4.3.2 Antenna Look Angle

The antenna look angle prior to shuttle rotation is

0, = 61405 .

4.3.3 Antenna Unit Pointing Vector
The antenna unit pointing vector prior to shuttle rotation is

0
p = SiHOL

=cosdy

The pointing vector following the shuttle pitch-yaw-roll rotation sequence becomes

cosfp 0 sinfp cosfy -—sinfy O 1 0 0
p = 0 1 0 sinfy cosfy O 0 cosOr —sinfg P
—sinfp 0 cosfp 0 0 1 0 sinfp cosfg )
/
Pz
= |7
P,




4.3.4 Off-Nadir Look Angle

The off-nadir look angle is

g = Cos™! p),.

4.3.5 Left-Looking and Right-Looking

If p}, >0. the antenna is tight-looking. Else, it is left-looking.
4.3.6 Azimuth Squint Angle
The azimuth sguint angle is approximately

04 = sin~!p .

4.3.7 Range Equation Solution

l.et us transform the unit pointing vector from the local spacecraft-centered coordinate into
the earth-centered coordinate system.

P: P 4
P= Py = T P’y = ( Ur Uy U, ) P’y
P P, A

where T represents the transformation. Normalize p

p

p= .
Ip|
The target position is expressed as
Iy
Rt il y!
2t
=R+ Rp
Iy Pr
=y |+ R py




where R, representing the slant range, is determined as follows.

(zs + R p:)2 +(ys + R Py)2 n (2s+ R Pz)2 =1
Rz R; -

Reformulate the equation. We have the following quadratic equation

2 2 2 s <
(pr +_P.3i+.l_)5_> R2+ <2P1-Ts+2pyy$ 4 2p’:”>R+ (&-}ﬁ—— l) =0

TR I I ’ R

or

AR 4+BRtC=o0.

The dant range is

-B - VBT 4AC
R= .
24
The target velocity is
— Yt : PEY. L4
. don kel if Lantts
‘/‘ - T owe wy < ﬂﬂ? 414/ Y
0
Calculate the dlant range error
AR =rg -R

The associated elevation angle difference is approximately

AR
OO = (tan ;)R "’

where the incidence angle is

2 2 _ 2
8, = 180° - cos~) lat TRl — (Ral 4 B)7
2Tsl|1£(|

with|f;] and |R,| representing the earth radius at the target and the nadir respectively,

Update the look angle
01 = 01+ (sgn) ANk,

where “sgn =+" for both nose-forward and tail-forward attitude modes.
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The new look angle is used to regenerate the antenna pointing vector and solve the range
equation iteratively until AR islessthan a preset threshold.

4.3.8 Doppler Parameter Calculation

The Doppler centroid is

2Vy o Ry

MRyl

where “ o" represents the dot-product (inner-product) operator, The Doppler frequency rate
is

fa= -

R 2(|Vat> + Ryt 0 Agy)

fr= MRt

The same procedure is repeated to generate the Doppler parameters across the range. These
parameters are quadratic fit in range to generate three polynomia coefficients. constant,
linear and quadratic.




4.4 Image Geodetic Location

The image location is determined by solving the range-Doppler equations. The given param-
eters are sensor position/velocity vector, Slant range, earth model and processing Doppler
centroid frequency

4.4.1 Range-Doppler Equation Solution

An approach to solve the range .Doppler equations is summarized as follows:
Range loop:
a) Determine the target position vector based on the the antenna pointing vector;
b) Calculate the slant range error:
c) Translate the dant range error into the look angle;
d) Update the an enna pointing vector;

e) Iterate @) to d until the slant range error is less than a preset threshold:

Azimuth loop:
f) Caculate the Doppler frequency based on the sensor and target state vectors,

g) Caculate the Doppler frequency errors at near and far range. If the Doppler errors are
less than a preset threshold, stop. Else, continue.

h) Translate the Doppler frequency errors into yaw and pitch angles,
i) Update the antenna pointing vector;

j) Go to the range loop.

One approach to solve the range equation is shown in Section 4.3,7. In the following we
discuss an approach to solve the Doppler equation.

4.4.2 Doppler Equation Solution

Let fq4 represents the Doppler centroid estimate obtained from the clutterlock algorithm
and f§ the Doppler based onthe sensor and target state vectors. The Doppler frequency
difference is

Ofa = fa f3
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sin AOA

2|V
A

~

N 4

By using the near and far range Doppler errors the yaw and pitch angles can be obtained.

Recall that the antenna pointing vector is

U
Pz
(X
Pyy

P,

!

p o=

Following the rotation of small yaw and pitch, the new antenna pointing vector is approxi-

mately

For small yaw and

1 —Aby 0 1 0 A6p\ [P
=l noy 10 0 1 0 r,
\ 0 0 1) \-26p 0 1 v,
[ 1 -0y 08pN ([P
= | Aby 1 0 Py
\ —A0p 0 ] r,
p; = DOy py + DOp P,
= Dby py + py
~OOp py -t P,

pitch errors, the azimuth squint angle can be approximated by

DOy = Dy,
N

So, the yaw and pitch angles can be solved by the two equations

(=p,) 00y + (P,)D0p =

established at near and far range. The yaw and pitch angles are then used to
antenna pointing vector.
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4.5 Other Processing And Image Related Parameters

4,5. ] Resolution and Pixel Spacing

The dlant range resolution is

C
r§§ )
where C represents the speed of light and B the range chirp bandwidth and k.the range
broadening factor. The ground range resolution is

b = k

r= kr ’_“‘”‘(: Y
¢ 2B(sin 0r) ¢

where 8; represents the incidence angle. The azimuth resolution is

/
‘sw

bo = ke 5y

where Vi, represents the swath velocity, £’BW the azimuth processing bandwidth and k,
the azimuth broadening factor. The processing bandwidth is generated as a function of PRF
to meet the azimuth ambiguity requirement.

The natural range pixel spacing is
c

A?'L 'Zf,_ ’
where f, represents the range complex sampling rate. The natural azimuth pixel spacing is
v
Ar = —2_ .
T PRF

For the SIR-C standard processor, there are three standard image products:
(@ Single-Look Complex Image Product;
(b) Multi-Look Detected Image Product; and

() Multi-Look Complex Image Product.

The Single- Look Complex Image Product is represented in the slant range domain. The
Multi-Look Image Product will be resampledto equal spacing in the ground range domain.

The azimuth resolution is selected to be 25 meter and the range resolution is either 25 m or
natural if greater than 25 m. The pixel spacing is selected to be 12.5 m.
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452 Swath Truncation

The procedure to determine the SNR swath width is as follows:

(@ D etermine the illumination swath width based on the SNR estimate and range antenna -
pattern. A6dBSNR end-to-end variation will be adopted as the default cut-off value.,
An option is reserved for manual cut-off value,

(b) Determine the data rate limit swath based on the data rate, PRF, pixel spacing and
target incidence angle.

(c) The effective swath width is the minimum of the two swath widths.

4.5.3 Swath Velocity
The swath velocity is

Viw = Ve Vil

m COS(G] — OE) )
n

where|F,| and |R,| represent the local earth radius at the image center and the nadir
respectively and h the sensor altitude.

4.5.4 Incidence Angle

The incidence angle is

IR (Ral 4y
2rg| e

1 92
;= 180° - Cog ol

4.5.5 Azimuth Squint Angle

The azimuth squint angleis approximately

. f Afd
A Sin QI‘/"I

4.5.6 Track Angle
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The track angle is defined to be the angle between the swath velocity and the local north
direction. It is derived as follows. The local east direction is

0
0] QR
|

up A
0
0| ® fy
( |
and the loca north direction is
[{g @0 ur
UN = o———
[RieQug|”

The local track vector (or equivalently the track angle) is

win

where superscript represents transposition

4.5.7 Illumination Angle

The illumination vector (or equivalently the illumination angle) is defined to be the projection
of the effective antenna boresight vector on the 4g-unN plane. It is calculated as follows.

t
g

Uy = ( ¢ p-
Uy
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5. TURN-ON AND TURN-OFF SEQUENCE PROCESSING ALGORITHM

The turn-on and turn-off sequence data are inserted at the beginning and end of each data
take. They are used for radiometric calibration and PRF ambiguity resolution purpose.

The BITF turn-on sequence data consists of the following data segments for a total of seven
seconds. The first second of the PRF¢ data is included for PRF ambiguity resolution.

(@) One second Receive Only Noise data;
(b) One second Caltone Scan data;

(c) One second [.LNA data;

(d) One second HPA data;

(e) One second PRF 4 data;

(f) One second PRFp data;

(g) One second PRF¢ data
Theno-BITE turn-on sequence data consists of the following data segments for a total of
seven seconds.

(a)Four seconds Receive Only Noise data;
(b) One second P RF4 data;

(c) One second PRFp data;

(d) One second PRFc data

The turn-off sequence data consists of the following data segments for a total of seven seconds.
The last second of the P RF¢ data is included for PRF ambiguity resolution,

(&) one second PRF_.data;
(b) One second PRFpg data;
(c) One second PRF 4 data;

(d) Four second Receive Only Noise data.

The PRF (except for the PRF scan data), radar mode and data representation of the turn-on
and turn-off sequence data are the same as those of the nomina data take. All the channels
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of the receive only noise data and the caltone scan data will be processed for parameter
estimation. The LNA and the HPABITE data will be saved to disk files and prosed to

the Calibration Subsystem for further processing. For the PRF scan data, only the channel
selected for survey processing is processed to resolve the PRF ambiguity.
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5.1 Receive Only Noise

The Receive Only Noise (RON) data is used to estimate the noise power and the processor
noise data gain. The processor noise data gain is used for absolute calibration. It is only
computed for a limited number of data takes.

The procedure to estimate the noise power is as follows.

(@ Estimate the noise power by calculating the mean power of the data samples acquired
during the turn-on and turn-off RON period.

The procedure to estimate the processor noise data gain is as follows.

(a) I'recess the RON data of the turn-off sequence into image data using the reference
functions and window functions employed by the standard processor;

(b) Calculate the power of this image (processed noise) data; and

(c) Cadculate the processor noise data gain, which is established as the ratio of the noise
power after and before the data processing.

For the STR-C processor, a block of 512by 512 samples per polarization is sufficient to derive
anoise power estimate with an uncertainty less than 0.12dB.




5.2 Caltone Scan

The calibration tone is injected into the front end of the SIR-C receive electronics (excluding
the antenna). It is coherent with the PRF and is set 6 dB below the expected signa level
during the data take and 6 dB below the full scale of ADC during the turn-on sequence. The
caltone scan data consists of 11 caltone frequency positions with the oscillator dwelling on
cach position for 64 pulses, independent of the PRF value. The caltone scan data are used
to estimate the gain variation across the range spectrum.

Thecaltone scan data processing procedure is described as follows.

(a) Separate the relevant cal tone scan data into 11 segments each of a unique caltone fre-
quency:

(b) Perform coherent sum of the range line data within each segment;
(c) Pad the range line data by the remaining caltone signal;
(d) Fourier transform the sum of the range line data to obtain range spectra; and

(e) Estimate the caltone gain and phase from the correct FFT bin of each segment.
For the SIR-C processor, it is suflicient to use the 2048 -point real FFT ancl 16 range lines.

Thiswill induce a gain estimation uncertainty less than 0.01 dB and a phase uncertainty
less than 1 degree.
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5.3 PRF Scan

The PRF scan data consists of three seconds of data, each acquired using a distinct PRF.
These data are used to resolve the PRF ambiguity caused by a large antenna pointing error.

The PRF ambiguity is resolved in three steps:
() Estimate the ambiguous Doppler centroid as a function of range for each PRF;

(b) Resolve the ambiguity as a function of range using these three ambiguous Doppler cen-
troid estimates, and

(c) Regenerate the (unambiguous) Doppler centroid frequency for the PR F¢ segment as a
function of range. Apply a quadratic fit in range. Discard the outliers which occur in
the range fit.

5.3.1 Ambiguous Doppler Centroid Estimation

Since the Doppler drift characteristics and synthetic aperture length are different for I,-band
and C-band, the procedure to estimate the Doppler centroid is discussed separately below.

53. 1.1 C-Band

For the C-band, the standard preprocessing (clutterlock) algorithm is applied to estimate
the Doppler centroid of each data segment as follows.

(8 Range compress the data using one quarter of the range chirp bandwidth. The following
range FFT length is selected:

Single-polarization: 16K rea forward F}'T and 2 K complex inverse FF'T;
Dual-polarization: 8 K real forward FFT and 1 K complex inverse FFT;
Quad-polarization: 4 K rea forward FFT and 512 complex inverse FFT;

(b) Azimuth compress the data using full synthetic aperture, La.. Following the azimuth
compression, only the first PRF — L, azimuth pixels are retained. The azimuth F}FT

length is selected to be 2 K;

(c) Fourier transform the azimuth compressed data in azimuth (good data points only) using
1 K FFT;

(d) Energy detect and average the azimuth spectra;
-39 -



(e) Apply the energy balancing technique to estimate the Doppler centroid; and

(f) lterate (b) to (e) until the estimate converges.

5.3.1.2 I.-Band .

For the I.-band, the Doppler centroid is estimated using the azimuth spectra of the range
compressed data as follows.

(a) Range compress the data using one quarter of the range bandwidth;
(t)) Fourier transform the data in azimuth using 2 KFFT;
(0 Energy detect and average the azimuth spectra; and

(d) Apply the energy balancing technigue to estimate the Doppler centroid.

5.3.2 PRF Ambiguity Resolution

let PRF4, PRFg, and PRFc be the three PRFs used to resolve the DCE ambiguity. It
is assumed that the radar sequentially dwells on PRF, first, then PRFp and PR F¢ and
remains on PRF¢ for collection of the science data The PRFa and PRFp represent two
additional PRFs employed solely to resolve the DCE ambiguity. Let f44, fap, and fyc be
three ambiguous Doppler centroid estimates (the baseband Doppler centroid frequencies),
where O S}dA < PRF4, 0 5}43 < PRF,, and O S]dc < PRFe. These ambiguous
estimates are obtained from the clutterlock algorithm.

Let fdas fap. and fac be the unambiguous Doppler centroid estimates for these three unique
PRFs. We now have

faa = kaPRF4 + faa
Jip = kpPRFg + fap
fic = k¢ PRFc + fic

where k4, kg, and ke represent the ambiguity number. Ideally faa = faB = fac-H owever,
due to the DCE error and attitude drift, these three parameters become random numbers.
The effect of the antenna drift rate can be partially compensated by utilizing the information
provided by the on-board attitude sensors, reducing the variance among fz4,fds and f4c to
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factors only due to the DCE error and the unmodeled attitude drift. If we select the center
time of the block of the data used to estimate fdc as a reference, we can redefine

faa « faa —d% — d5

fap — fap —d%

where d° represents the Doppler drift between ##Fa and PRFpandd$ the drift between
PRFg and PRF.. Since' the radar is assumed to operate in order of PRF,,P RFp and
PRF¢, the Doppler centroid estimate of PRF¢ is chosen as the initial Doppler estimate to
reduce the potential Doppler drift error from the time the Doppler is estimated to the time
the Doppler is applied in data processing.

Let (fdmns famaz ) represent the interval of the Doppler centroid frequency error realized at
the worst case attitude error.

Under certain conditions, i.e,, when the Doppler error is small compared to the PRF dif-
ference, an eflictent approach can be used to quickly resolve the ambiguity as shown in the
following algorithm.

Fast Ambiguity Resolution Algorithm for PRFs of Arbitrary Numerical Values
Let

APRF = PRFg - PRF
- PRFg
B- APRF -

wherem g is a real number. It can be shown

fac(t) = ke(t) x PRFc + ]dC
fap = fac
APRF

k(y(i) = rnd

-}i)(ﬂlg] )

where "rnd” represents the integer round-off operation. Since for a given i,

we can write

64 = [fac(i) — Jaal mod PRF4
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65 = facli) - [ka(i) PRFp + Jag]
where it is chosen such that 64|< PRFg/2 and |6g|< PRFc/2 and the optimal i is the

one that minimizes
6 = \/52/1 + 6%, .

We can then determine i‘A from

(i) = Jec) B6-A - faa
which gives us the' unambiguous estimates

fan = kaPRFy + faa
fap = kpPRFp + fup
fic = k¢ PRFc + fic .

#H#
The key step of the algorithm is the calculation of kc(z). It indicates that to quickly resolve

the ambiguity using the above algorithm, the error in faB - fac must be smaller than one-half
of APRF.



6. SURVEY PROCESSING ALG ORITHM

The SIR-C survey processing algorithm is a burst mode processing algorithm. To attain
high throughput rate, the data is bursted in the azimuth direction with a duty cycle factor
equal to one quarter (and one half as a limited option). The data volume is further reduced -
in the range direction using one quarter of the range bandwidth in the range compression.

The azimuth compression is performed using the deramp FFT processing algorithm, also
known as the spectral analysis (SPECAN) algorithm. Following the azimuth compression,
the along-track radiometric compensation is used to compensate the scalloping effects and
the geometric rectification is used for fanshape resampling, Slant-to-ground range conver-
sion before the burst images arc overlayed into a strip image. Fig. 6.1 shows the survey
processing agorithm flowchart.

The initial Doppler centroid frequency is obtained from processing the PRF scan data
recorded in the turn-on sequence at the start of each data take. This Doppler centroid
frequency is tracked by a burst mode clutterlock algorithm during the data processing. At
the end of data processing, the tracking accuracy is verified by comparing the Doppler cen-
troid frequency to that obtained from processing the PRF scan data recorded in the turn-off
sequence. Since the burst data volume istoo small to produce an accurate Doppler frequency
rate estimate, the Doppler frequency rate is directly derived from the ephemeris data.

- 43 -




Selected

Null

Lines

Bursted

segment Adjacent Lines Range Lines
of data i ‘
Caltone Null-Line Raage g\alk
Processing Processimg Compersadtio
caltone TOTI l
gain angle Range Range
estimate| ystimate Reference Compression
Generation
Cross-Track v
Radlo‘nnrmu'rlc Corner
Compensati Turn
_ [}
»] Deramp Deramp
Reference }—n Reference
i Generation Pl ;

1
Clutteriock/
Doppler
|__Tracking

Azimuth A
Forward

%_J
%
Along-Track

Radiometric
Campensatian

Geometric
Rectiticatiom
¥
Multi-Look
Overlay

y

Survey
Image

Fig. 6.1: Survey processing algorithm flowchart.
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Let us use the following notations:

Lq: full synthetic aperture length;

Ly: burst length;

p: burst period: -

d: duty cvcle;

ny:number of 100ks;

s:range presum factor;

Ny:deramp FFT length;

bq: azimuth resolution;

&,: range resolution:

fa:Doppler centroid frequent];
fr:Doppler frequency rate, f, < O;

PEBW: full azimuth processing bandwidth;
7 full synthetic aperture time;

B: range chirp bandwidth;

r: pulse duration;

fs: range complex sampling rate;

bo:range chirp rate;

c: speed of light;

A: wavelength;

L,: range reference function length;

14 sensor-to-target relative velocity;

Ar: output range pixel spacing;
Or:ooutput azimuth pixel spacing;

L: antenna length;

R.n: Radius of the earth at the nadir;
R.¢: Radius of the earth at the mid-swath;
ry: Near range slant range;

Ky near range ground range;

h: spacecraft altitude;

0: azimuth squint angle;

15: spacecraft velocity in the earth body fixed coordinate system;
Viw: Swath velocity;

n: processing block index, where n> O;

i: range pixel index before geotnetric rectification;
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#": range pixel index after geometric rectification;

k:azimuth pixel index before geometric rectification:

k': azimuth pixel index after geometric rectification;

('y: distance in the along-track direction;

(»: distance in the crosstrack direction;

f;"](i)il)oppler centroid frequency of the ith range pixel in the nth block;

f,["](i): Doppler frequency rate of the ith range pixel in the nth block, where fﬁ"l( i) <O
T Doppler centroid frequency at the mid-swath in the nthblock;

f&’,‘,}:l)opplcr frequency rate at ‘the mid-swath in the nth block, where f,[',’,l <0.
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6.1 Burst Design

The azimuth resolution is determined by the burst length.
Vsuw
rRrlfl
where k, represents the broadening factor. The equivalent number of looks is determined by
the number of bursts in the full synthetic aperture.

a:ka

Ja
np = — .
p

For the SIR-C survey processor, the baseline design parameters are selected as follows.

a) ]/b = 110/16;

by p = L/
c) d=1/4;
d) n;=4; and

e) 6a = 1662, where 82 represents the full azimuth resolution.

The data is bursted in the azimuth direction, i.e., the first {5 range lines are transmitted and
the next 31+ range lines are suppressed, and so on. The same burst operation is repeated
until the end of data run. Some limited number of survey runs will be processed by doubling
the range and the azimuth processing bandwidths to produce a higher resolution image.



6.2 Range Walk Compensation

The range walk compensation is done in the time domain prior to range compression. No
interpolation is employed. The precision of the range walk compensation is one half of the
input range sample’ spacing. l.et f4,, be the Doppler centroid at the mid-swath. Also let -
“rud” represent the round-off operation. If fg,, <O, for the kthrange line, start reading the
data from the :th sample, where

for 1<k <Ly Ly representing the number of pulses in a burst. If fg,, > 0, for the kth
range line, start reading the data from the :th sample, where

Recall that the input sample is real for the SIR-C and 2f, represents the real data sampling
rate. The range walk compensation indices are initialized for every burst of data.
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6.3 Range Compression

6.3.1 Range Reference Function

The range reference function for the theoretical range chirp is generated in the time domain
using fullrange chirp bandwidth.

H(f) = F{h(r)}
h(r)= el ®(7)

R r 1 r\?
C"'(7) - 27([.[07:'*‘ 5[)0 (7;) ] )

for0<r<L,-1, where

Le= for1
b= 42

-

B
f():?fsg ,

for up-chirp and down-chirp respectively. The SIR-C uses the clown-chirp,

Thespikes in the range spectrum, caused by caltone signals and interference signals, are
suppressed. The existence of spikes in the range spectrum produces bright skewed lines
while the deramp FFT processing algorithm is used as the azimuth compression algorithm.

Only one quarter of the range bandwidth is used in the reference function multiplication.
The portion of the range spectrum (the range processing spectrum) is selected to minimize
the effects of strong spike signals.

The cosine sguared plus pedestal function is selected as the weighting function to control
the sidelobe ratios. The pedestal height is selected to be 0.45. The weighting function is
generated and multiplied with the reference function in the frequency domain.

No secondary range compression .is required. This results in a Doppler independent range

reference function. Thus, no range reference function update is required to accommodate
the Doppler drift.
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6.3.2 Range Compression

The range compression is accomplished in five steps:

(8 Range FFT each range line;

(b)Locate the data within the range processing spectrum;
(c) Range reference function multiplication;

(d) Baseband shift; and

(e) Range inverse FFT.

The range FFT length is selected as follows.
(@ Single-polarization: forward FFT: 16 K rea and inverse FFT: 2 K complex;
(b) Dual-polarization: forward FFT:8 K realand inverse FFT: 1 K complex;

(c) Quad-polarization: forward FFT:4 K real and inverse FF1': 512 complex.



6.4 Azimuth Compression

6.4.1 Deramp Reference Function

The deramp reference function, representing the azimuth reference function, is generated
in the time domain. Since there is severe Doppler drift in both along-track and cross-
track directions, the azimuth reference function must be updated accordingly. The azimuth
reference function is updated every processing block in the along-track direct ion.” In the
cross-track direction, it is updated according to the specified update rate. The azimuth
reference function length, equal to the burst length, is maintained constant in both along-
track and cross-track directions. This results in a variable azimuth resolution in the range
direction.

The azimuth reference function is generated as follows.

R(I) = %)

. |yprE ) -k e L’
¢(z) = 2% — 2 .
" [ 2 Ja prF ) P OO BRE ‘

for 0 <r < Ly-1, where f, < 0. The f, term compensates the quadratic phase term of the
point-target phase history, The PRF/2-- f; term shifts the antenna boresight to the center .

where

of the burst image.

Again, the cosine sguared plus pedestal function is selected as the weighting function to
control the sidelobe ratios. ‘1"he pedestal height is selected to be 0.45. The weighting function
is generated and multiplied with the reference function in the time domain.

The cross-track radiometric correction vector is generated based on the range antenna pat-
tern, slant range, incidence angle, caltone gain estimates and the range pixel shift as a result
of the shuttle roll angle drift. This correction vector is multiplied with the azimuth reference
function in the cross-track direction.

6.4.2 Azimuth Compression

The deramp FFT processing algorithm is used as the azimuth compression algorithm. The
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azimuth FFT length, N,, is selected to be the minimum power of 2 that is greater than or
equal to L;. The azimuth compression is accomplished in four steps:

(@) Multiply (no complex conjugate) the range compressed data by the deramp reference
function in azimuth;

(b) Zero pad the data to the azimuth FFT length; and

(¢) Forward azimuth FFT the data




6.5 Along-Track Radiometric Compensation

Following the deramp processing, the intensity of the data in the along-track direction is
the product of the target backscatter coefficients and the azimuth antenna pattern. This
azimuth antenna pattern modulation phenomenon is also known as the scalloping effect. -

Radiometric compensation is needed to remove this scalloping effect.

Let the amplitude of the two-way azimuth antenna pattern be W,(¢), where o represents
the azimuth sguint angle. To reduce computational complexity, let us assume the following
simple conversion between frequency and azimuth angle.

:)vs!

:/\d).

The scalloping effect is compensated by multiplying the data by the inverse of

. A No\ PRF
V()= W P Rk
W, (k)=W, [-zv,,( 5 ) A ]

where O <k <N, — 1. ‘I’"he number inside the brackets represents the azimuth off- foresight

angle.



6.6 Geometric Rectification

Following the deramp FFT processing, the burst image is presented in the slant range-
Doppler domain. For convenience, the azimuth pixels are rotated so that the Doppler cen-

troid line always shows up at the center of the burst image. The geometric rectification -

algorithm is used to resample the burst image from the slant range-Doppler domain into the
ground range along-track and cross-track domain ready for multi-look overlay.

The geometric rectification algorithm contains three mgor functions:

(8 Fanshaperesampling: Resample the image from the range-Doppler domain into a rect-
angular grid format in the slant range domain;

(b) Image deskew (or rotation): Deskew the image into the aong-track and cross-track
directions in the slant range domain;

(c) Slant-to-ground range conversion: Convert the slant range image into the ground range

domain.

In the following, we show that these three major functions can be accomplished bv two
one-dimensional resampling steps with the range resampling performed before the azimuth
resampling. Let Crepresent the distance in the along-track direction and C2 the distance
in the crosstrack direction. The range resampling interpolates the intercept points of the
“’ground range line” and the constant C,line. The azimuth resampling then interpolates the
intercept points of the constant C2 line and the constant Ci line.

6.6.1 Range Resampling Algorithm

Let r,; be the slant range measured fromn the center of the illumination burst, K., the earth
radius at nadir, Re¢ the earth radius at the center of swath, h the spacecraft altitude and
N r the desired output range pixel spacing.

Let us consider the ith range pixel in the kth range line, where i > O and O <k<N,-1.To
simplify the notation, we consider the case for a given range line, The slant range measured
from the center of the illumination burst is

. . C
rai(1) = rg(0) + '?T‘sa
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where s = 4 represents the range bandwidth reduction factor. Let us assume that the Doppler
parameters are updated every ] range pixels and there are M range blocks. Let the Doppler
parameters of the mth block be represented by f4(m) and fr(m), where O <m< M- 1.
The Doppler frequency of the ith range pixel in the kth range line is given by

~

"Vc; | ?
iy = fatmy + e = 52 ) B

The point of the closest approach to the flight track in the slant range domainis givenby

(0= i) - 320

andthe point of the closest approach to the nadir track in the ground range domain is given
by

: o1 R4 (R4 Ren)? = (R (1))?
[{' = R, 1 »et s
o(7) == Req cos S Rog(h 4 Toun) )

where the corresponding output range pixel index is

R (1) —
)= 9(1) R’go - h(i),
Ar

The term 1{'90 represents the cross-track distance from the first output pixel to the nadir
track and is pregenerated based on the maximum expected, Doppler frequency.

The same procedure is repeated at a number of locations across the swath. A polynomial
(quadratic) function, g(.), is then used to relate the input and output indices by

1= g().
Note that functions g(. ) and A(. ) are range line dependent. Let

' =h(0) .

min

Apply range rectification for output range pixels, i’ >1, ;. After range rectification, corner
turn the data into azimuth direction.



6.6.2 Azimuth Resampling Algorithm

Note that if the Doppler parameters are updated in the slant range domain using a constant
update interval, I, the update block size in the ground range domain may be variable. For
the mth range block, there are I'(m) pixels, where

I'(m)=h[(m+1)I] - k(ml] .

Let V,. represent the swath velocity, p the burst period in number of pulses, PP B the
processing bandwidth and Ax the desired output azimuth pixel spacing. l.et us consider
the kth azimuth pixel in the mth range block. Use the processing Doppler parameters in
azimuth rectification. “I’he Doppler frequency is

k) = fulm) =+ (A - -2—) Lar,

The maximum output azimuth pixel index of the nth burst image is

E fd(m)+——-r~ ’
krar () ”n T " f"'_* Iy Fou
mar [_\I Gy

and the minimum index is

s’

fd "l
N "7’1’@—'* TfrTnﬂi

mtn(n")

The Doppler frequency is related to the output pixel index by

K'Ar —n Viw
Sy =~ rhEVaw o).

for k! . (m)< K <kj,..(m) and

min

(K'Y = falm) | Na
ke o 4
T“'

sva

where O <k <N, -- 1.

Apply azimuth rectification as specified by the above equations. After azimuth rectification,
keep the data in the azimuth direction.
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6.7 Multi-Look Overlay

Let

Kiin = min {k}.}
and

Kpax = max{kpa,} .

Create a buffer for each geometric rectified burst image, where K| . <k'< K] ,,. Writethe
rectified burst image into this buffer as specified by the corresponding k! ,.(m)and k), ,, ()
indices. For each k', calculate the range shifts as follows.

. [k’ - 1\’:nin]A'T

Vew

7K ”-BW) |

f+(0)] +(fd(0) I

Substitute f(k') and r4(0)into the equations on page 55 to calculate the starting output
range pixel. Let it be 7, , (k'). Write and add the k' range line of the azimuth shifted data

into the multi-look overlay buffer starting from the :] (k') range pixel,

Repeat the same procedure for each burst image. In addition, maintain a separate two-
dimensional array as a look counter which counts the number of additions for each output
pixel. After the burst images are overlaid, divide the image pixel value by the look counter
on a pixel by pixel basis.

-1




6.8 Doppler Centroid Estimation

For the SIR-C survey processor, the initial Doppler centroid frequency is estimated using
the PRF scan data. This Doppler centroid frequency is then updated and tracked by a burst
mode clutterlock algorithm throughout the survey processing.

6.8.1 Burst Mode Clutterlock Algorithm

The clutterlock algorithm is performed after the azimuth compression and before the along-
track radiometric compensation. It utilizes the azimuth antenna pattern modulation char-
acteristics of the burst images to estimate the Doppler centroid frequency. It consists of
four major steps: @) Azimuth line intensity averaging; b) Energy balancing; ¢) Running
average/linear-fit in azimuth; and d) Quadratic-fit in range.

First of all, the azimuth line data are energy detected and averaged every TBDlines to
reduce the noise effects.

Secondly, each averaged azimuth line is divided into four equal portions centered at an
azimuth pixel. Let the energy of each portion be denoted by El, £2, E3 and E4 from left
to right respectively. For each averaged line, the energy difference between the left-side and
right-side of each azimuth pixel is calculated.

/\E = |I’71 -t 1‘:2 - 1‘33 - }‘]4| .

To ensure that the estimate converges to the centroid of the antenna pattern rather than the .
dip of the antenna pattern, it is checked that

Ey ¢ Fys> Ey4 B4 .

The azimuth pixel, &, that minimizes the energy difference, AE, represents the new Doppler
centroid estimate.

. Ng\ PRF
o (- 3) 28

<

Thirdly, a running average in the azimuth direction is applied. The motivation of the running
average is to estimate the Doppler centroid frequency based on a larger data Set since a
single burst image is too small to produce an accurate Doppler centroid estimate. For the
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SIR-C survey processor, running average using TBD burst Doppler estimates is selected.
Azimuth linear-fit is then applied to the running averaged Doppler centroid frequencies to
take advantage of the linear Doppler drift characteristics. The azimuth linear-fit is applied
to sixteen running averaged Doppler centroid frequencies.

Lastly. the range quadratic-fit is applied to the running averaged/azimuth linear-fit Doppler
centroid frequencies.

6.8.2 Quality Check

The accuracy of the Doppler centroid estimates strongly depends on the Signal-to-Noise
Ratio (SNR) of the data, which varies as a function of range distance, and the scene char-
acteristics. It is necessary to reduce the effects caused by the small SNR and variable scene
characteristics.

AnSNR profile as a function of azimuth line index (range pixel index) is generated based on
the SNR at the center of swath and the range antenna pattern compensation vector (including
range antenna pattern, range attenuation and incidence angle). An SNR variation cut-off
threshold is selected.

Besides, the AFE divided by the sum of energies, expressed as a function of azimuth pixel
index, is generated for each averaged azimuth line. The normalized ratio serves as the quality
check indicator for each Doppler centroid estimate.

All the data are used in clutterlock (energy balancing), Two passes are employed as quality
check routines. The first pass is performed in the azimuth running average: It only uses the
Doppler estimates whose SNR and quality indicators are greater than the preset thresholds.
The second pass is performed in the range quadratic fit: It only uses the Doppler estimates
whose errors are less than TBD times the standard deviation. These quadratic fit parameters
are then extrapolated to derive the estimates across the entire swath.
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6.9 Doppler Frequency Rate Determination

In the SIR-C survey processor design, the overlap between the first (look-1) and fourth (look-
4) burst images is far less than what is required to derive an accurate Doppler frequency
rate estimate. The Doppler frequency rate willbe determined from the ephemeris data and
radar parameters. Analysis results show that the accuracy of the ephemeris data is sufficient

for the survey processing.

The radar parameters, attitude vectors, position vectors, velocity vectors, orbit elements and
DWP parameters are supplied by the Mission Operations Subsystem (MOS) during and post
the mission. Since the position and velocity vectors are recorded in an one-minute interval,
they are interpolated into a TBD time interval.

This approach is adopted as the baseline design. The header decode approach is reserved as
a backup option in case the MCC orbit information is not available in time for the survey

processing.
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7. STANDARD PREPROCESSING ALGORITHM

The standard preprocessing algorithm include three major algorithms: clutterlock. autofo-
cus and range cross-correlation algorithms. The clutterlock algorithm is used to estimate
the Doppler centroid frequency. The autofocus algorithm is used to estimate the Doppler -
frequency rate. The range cross-correlation is used for the PRF ambiguity check. All three

algorithms are designed to derive the estimates from the single-look full-aperture complex
image data. To reduce the computational complexity, one quarter of the range chirp band-
width is used in the range compression. The selection of the range processing spectrum is
the same as that of the survey processing algorithm. The survey processing Doppler centroid
estimates are used as the initial Doppler predicts.

Fig. 7.1 and Fig. 7.2 show the algorithm flowchart. Let N, represent the azimuth FET
length used in the azimuth compression and K, the number of range lines (azimuth pixels)
used in the preprocessing. Following the ‘No-point azimuth inverse FFT, only the first K,
pixels are retained for each azimuth line. Fach azimuth line is transformed by K,-point
FFT to attain the frequency spectrum. At this point, the clutterlock, autofocus and range
cross-correlation algorithms are applied to estimate the new Doppler parameters. These
new Doppler parameters are used for the next azimuth compression iteration. The same
procedureis iterated until the Doppler estimates converge.

TheFFTlength is selected as follows,
a) I.-band: NV,=4K and K,= 1K;
b) C-band: N, = 2 K and K,=1K.
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7.1 Doppler Centroid Estimation

For the clutterlock algorithm, the azimuth spectra are energy detected and averaged every
my(=16) lines. The averaged spectra with a width equal to {’BW are divided into four
equal portions. Let the energy of each portion (look) be denoted by £1. K>, E3 and Fy .
from left to right respectively. For each averaged spectra, the energy difference between the

left-side and the right-side of each frequency bin is calculated.
N
Nov

INPY N
A = |Ey 4 Ep — Fy— By . K*—,; < k < K+4

Toensure that the estimate converges to the centroid (peak) of the antenna pattern rather
than the dip of the antenna pattern, it is checked that

Fao4Fy > E) 4 Ey .

The frequency bin which minimizes the energy difference, AE, represents the new Doppler
centroid estimate. lLet

fi=nPRF 4 Jy,

- Ja
k = rnd {PRF a ¢

wherernd(. ) represents the round-off operation and k represents the frequency bin of the
processing Doppler centroid frequency. Letk be the frequency bin of the new Doppler
centroid estimate. If k'z%n, then the new Doppler centroid frequency in terms of Hz is

where 0 < fg < PRF. Also let

P KERE 4 (n 4+ )PRF, for 0 <k <k %)
dh{ic-{;— 4+ nPRF, forl;-—%ﬂS}}hNa~
If k < ®a then
FERE 4 nPRF, for0<k <k+4Ma_,
f - QT 3 or P _,_~"l-jl L]
d {k%r4(,--1)1'fz1?,fork+%ASkSNa—1-

These new Doppler centroid estimates are then quadratic fit across the swath.

- 64 -




7.2 Doppler Frequency Rate Estimation

The azimuth spectra centered at the Doppler centroid frequency with a width equal to # B\
are divided into four equal portions. Each portion corresponds to one look. The look-I and
look-4 spectra are transformed by $-point inverse FFT to obtain the single-look complex
iiages. The complex image data are magnitude detected.

For the autofocus algorithm, the detected look-l and look-4 image data are azimuth cross-
correlated for each azimuth line. The cross-correlation is done as follows: a) FFT look-1

and look--I magnitude detected data (i}»point real FFT); b) Complex conjugate multiply

these two spectra (look] xlook4*); €) Oversample the data by basebanding and zero padding

the center of the spectra; and d) inverse FFT the zero-padded spectra (n K,/4-point inverse
complex FFT), where n represents the oversampling factor. For the SIR-C, n = Sand
K,/4=256.The cross-correlation results are averaged across the range. The peak locations

of the averaged azimuth cross-correlation results are translated into new Doppler frequency

rate estimates as follows.

fr = fr + Afr )
where
16|
A= T pREOT

and f, < 0. The term Ax in the unit of azimuth pixels (including a factor of four caused
bv look image generation; excluding the oversampling factor) represents the peak location
of the cross-correlation results. When Ax > 0, it means these two image looks are too close
to each other. The |f,| value has to be decreased, or equivalently bringing these two image
looks farther apart. The Doppler frequency rate estimates are then quadratic fit across the
swath.
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7.3 Range Cross-Correlation

For the range cross-correlation, the magnitude detected data of the look-1 and look-4 images
are range cross-correlated. The cross-correlation results are averaged in azimuth. The peak
location of the averaged range cross-correlation results is translated into the PRF ambiguity

number.

.4
= AT PRECT

where s =4 for the SIR-C, representing the range bandwidth reduction (or presuming)
factor. The term Arin the unit of range pixels represents the peak location of the cross-
correlation results. It is defined to bethe range offset of look-4 image relative to look-1
image. When Ar >0, it means the look-4 image is sitting too close to the flight track. To
bring it to be at the same range as the look-I image, the processing Doppler centroid has to
be increased. Thus, the true Doppler should be

fa= fa+ nPRF.

This range cross-correlation approach is only used for PRF ambiguity check. It is not
intended to be used for PRF ambiguity resolution.
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7.4 Quality Check

The accuracy of the Doppler estimates strongly depends on the Signal-to-Noise Ratio (SNR)
of the data, which varies as a function of range distance and the scene characteristics. To
remove the effects caused by the small SNR, an SNR profile as a function of azimuth line
index (range pixel index) is generated based on the SNR at the center of swath (derived by the
quality assurance algorithm) and the range antenna pattern compensation vector (including
range antenna pattern, range attenuation and incidence angle). An SNR variation cut-off
threshold is selected.

in the clutterlock algorithm, the AF divided by the sum of energies, expressed as a function
of frequency bin, is generated for each averaged spectra, The normalized ratio serves as the
quality indicator for each Doppler centroid estimate, Similarly, in the autofocus algorithm,
the cross-correlation function is generated for each azimuth line. The peak-to-mean ratio is
used as the quality indicator for each Doppler frequency rate estimate.

Allthe data are used in clutterlock (energy balancing) and autofocus (look cross-correlation).
Two passes are employed in the quadratic fit as quality check routines. The first pass applies
the quadratic fit to the Doppler estimates whose SNR and quality indicators are greater
thanthe preset thresholds. This quadratic fit also produces a goodness of fit, the standard
deviation. The second pass excludes the outliers in the quadratic fit, i.e., only the Doppler
estimates whose errors are less than TBD times the standard deviation are used. These
quadratic fit parameters are then extrapolated to derive the estimates across the entire
swath.
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7.5 Two-Dimensional Doppler Fit

The number of locations selected for the preprocessing is as follows: For both L-band and
C-band. three locations for the Multi-Look Image Product and two locations for the Single-
l.ook Image Product are applied in preprocessing.

These Doppler parameter estimates (including all three coeflicients: near range Doppler,
linear slope and quadratic component) are then gone through a quadratic fit in the along
track direction. The coeflicients of the polynomial fit are then used to generate the Doppler
parameters for each processing block during the standard data processing.
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8. STANDARD PROCESSING ALGORITHM

The range Doppler processing algorithm with secondary range compression is selected as the
SIR-C standard processing zlgorithm.It is a continuous mode SAR processing algorithm.
For fast computation, the range compression and azimuth compression are performed in .
the frequency domain using FFT. The single-look full-aperture approach is adopted as the
azimuth compression algorithm. The azimuth compressed data are azimuth deskewed to
fern] the azimuth deskewed single-look complex image from which the multi-look image is
generated. The algorithm flowchart is shown in Fig. 8.1.
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Let us use the following notations:

h(r): range reference function;

h(r): azimuth reference function;

fa:Doppler centroid frequency;

f+:Doppler frequency rate, f, < O;

P EBW: azimuth processing bandwidth;

7. full synthetic aperture time;

R{f): range migration equation in the frequency domain;
f4: range complex sampling rate;

B: range chirp bandwidth;

r: range chirp pulse duration;

bo: range chirp rate without secondary range compression;
by:range chirp rate of secondary range compression;
6: range chirp rate with secondary range compression;
for range chirp start frequency;

c:speed of light;

A: wavelength;

La:azimuth reference function length;

L,: range reference function length;

Ng:azimuthFFT length;

N,:range FFT length;

N?:number of complex range samples,

Vew: Swath velocity;

0;: incidence angle;

ry: Near range slant range.




8.1 Range Compression

8.1.1 Range Reference Function

The range reference function is generated in the time domain. To accommodate large range

walk, the secondary’ range compression is employed to compress the range dispersed point- .
target response. This results in a Doppler dependent range reference function. Since the
Doppler drifts in the along-track direction, the range reference function must be updated
accordingly. Forsimplicity, the range reference function is updated every processing block

for both I,-band and C-band. There is no update of range reference function required in the
cross-track direction.

The range reference function is generated as follows.

rr-rn) 1, (r--Tr) °
o(r) = 27| — L 4=} R
(r) [ 07, 7 T, ;

for 0 < r < L, — 1, where 7, represents the range time delay included to account for
registration error among multiple channel data, and

L':Tf’,
b=+
.
[ ¢ )2
b - -
LY
1
b=by | ——p
bo(l+§3>
s T B
fo:!“*-*%":

for the up-chirp and down-chirp respectively. The SIR-C uses the down-chirp.

The cosine squared plus pedestal function is selected as the weighting function to control
the sidelobe ratios. The pedestal height is selected to be 0.45. The weighting function is
generated and multiplied with the reference function in the time domain.

43
w(r)=(1- H) cos? M 4
[ !
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where 0 < H<land0<r <[, -1.

8.1.2 Range Compression

The range compression is accomplished in four steps:
(8 Range FFT the raw signa data;

(b) Complex conjugate multiply the signal spectrum with the reference function spectrum
(X(f)H*(f)). Since the SIR-C signal data is real, only the first half of the spectrum is
multiplied with the reference function;

(c) Baseband shift; and

(d) Inverse range FFT.

Following the range compression, the last L, range pixels in the time domain are discarded.
This leaves N? - L, good range compressed pixels.

The memory size is selected such that both the I,-band data and the C-band data can be
processed in full subswath. The range FFT length is selected as follows:

(@) Single-polarization: forward FFT:16 K real, inverse FFT: 8§ K complex;
(b) Dual-polarization: forward FFT:8 K real, inverse FFT: 4 K complex;

(c) Quad-polarization: forward FFT:4Kreal, inverse FFT:2 K complex.



8.2 Azimuth Compensation

The single-look full-aperture azimuth compression algorithm is selected. It is accomplished
in four maor processing steps:

(a) AzimuthFFT-the range compressed data:
(b) Range migration compensation in the range-Doppler domain;

(c) Complex conjugate multiply the signal spectrum with the reference function spectrum

(X(SYH*(f)); and

(d) Azimuth inverse FFT.

Following the azimuth inver se FF¥T, the last I, azimuth pixels in the time domain are
discarded.

The azimuth FFT length is selected as follows:

(@) L-band: 4 K complex;

(b) C-band: 1 K complex.

Detailed processing steps are described in the following subsections,

8.2.1 Frequency Bin Definition

Let us use the following notations:

f4: unambiguous Doppler centroid frequency;

fa: ambiguous Doppler centroid frequency, where O g]d < PRF,
f(7): frequency bin, where O <j <Ny - 1;

n: P RF ambiguity number.

The frequency value of each frequency bin is assigned as follows. Let
n = i“t{ -}T[_‘;_fh'}

fa= fa -nPRF,
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where int(z) represents the maximum integer that is less than or equa to z. Also let

: fa
J = rnd {-[-)._R‘}_l;‘,\ra ,

wherernd(. ) represents the round-off operation and j represents the frequency bin of the
Doppler centroid frequency. If j>&a, then

1G) = JEEE 4 (n 4 )PRF, for0<j<j—%a—1.
JEE 4 nPRF, for j— M <j <N, -1
.
If j < 52, then
165 = JEEE 4 nPRF, for0<j<j+daon;
7 JEEE 4 (n = 1)PRF, forj+ M <j<N, 1.

8.2.2 First and Last Output Azimuth Lines

Notations:

r: first output azimuth line;

.S. Jast output azimuth line;

2Ny number of range samples or number of azimuth lines;

i: range sample index or azimuth line index, where O <i <N, — 1;

tmn(1): time since Doppler centroid that gives the minimum range migration;
tmar (i): time since Doppler centroid that gives the maximum range migration;
fa(2): Doppler centroid of the ith azimuth line;

f+(1): Doppler frequency rate of the ith azimuth line, where f, (1) < O;

L4(1): azimuth reference function length of the ith azimuth line; and

/,: interpolator length used in the range migration compensation.

For each azimuth line, calculate

tman(i) = +m? if fa(i) < —££E,
ERE, i fali) > BEE;




and

A
¢/ /s

and s is the maximum number of i such that

A . 1 2 . 11
o/ fs -jd(l)tma:r + §fr(l)tmar} +1 < Ny = '2'

8.2.3 Azimuth FFT

Take FFT of al the azimuth lines,

8.2.4 Range Migration indices Generation

‘1’0 facilitate the vector processing functions to improve the efficient usage of the compu -
tational elements, the range migration compensation is performed in the range dimension.
The data is corner-turned following the azimuth FFT for fast data access in the range direc-
tion. Following the range migration compensation, the data is corner-turned back into the
azimuth direction such that the azimuth reference function multiplication and the azimuth
inverse FFT can be applied efliciently.

Notations:
j: frequency bin index, where O <j <N, -1;
d(j): range migration indices;
u(y): index vector;
v(y): fraction vector; and

f (i, j): the frequency value of the ith range sample of the jth range line.

The frequency value is determined by the procedure presented in Section 8.2,1. The range
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migration indices are then generated as follows.

f(ig) - Ja(d)

i) = ==
di 1) = = fiG D) LG T .
- d(i, T lfd(z)t(z,J 50700 R
u(i. ) = int {dG, })}

v(z, 3) =d(z, 7) - int {d(i, |)}

8.2.5 Range Migration Compensation

The fraction vector, v(1, ), is then used to look up the pregenerated interpolation coefficients
table. Four interpolation coefficient vectors are generated accordingly.

Theinterpolation coefficients are pregenerated as follows. Let them be expressed by “ |-points
n-bins’. The parameter “ |-points’ represents the length of the interpolator, i.e., the number
of data points used in the interpolation. The parameter “n-bins’ represents the number of
bins divided between two adjacent data points, which is used to interpolate the data between
two adjacent data points.

Let w(.) be the interpolation function and z: be the data points.

1

b
Ti4d = }: :r,-“w(k - d),

=—g+1

where d, representing a fraction of a bin, is quantized into an 1/n step size, ranging from O
to (n—1)/n. For the SIR-C processor, the cubicspline interpolator is selected and 1 = 4 and
n = 32, i.e, a 4-point interpolator with 32 bins is used for the range migration compensation.

The index vector, u(i, j), is then used to access the data along the range migration curve.
Four data vectors are generated accordingly.

The interpolation is done by multiplying the data vectors with the interpolation vectors and
summing up the multiplication results.




8.2.6 Azimuth Reference Function Generation

The azimuth reference function is generated in the time domain. Since there is severe Doppler
drift in both along-track and cross-track directions, the azimuth reference function must be
updated accordingly. The azimuth reference function is updated every processing block in
the along-track direction. In the cross-track direction, it is updated according to the update
rate. The azimuth reference function length is variable as a function of range to attain a
constant resolution. To simplify the registration between the H- and V-channel image, the
average of the Doppler estimates is used as the processing Doppler frequency.

4 = . i = 4 r - 1 .
Limizn =0l ng_l{L ()} = La(N,-1)

The azimuth reference function is generated as follows.

For the SIR-C, the transmitted pulses of V and H polarizations are interleaved and offset
by exactly half of the interpulse period. Targets from the set of HH and HV and the set
of VH and VV data are offset in the along-track direction by a half of a azimuth pixel. To
eliminate this constant offset such that the multi-polarization image data arc registered, two
sets of azimuth reference functions are generated. For the HH and HV polarizations,

H(f)=-F{h(z)}
h(z) = ¢2%(2)

. Lmaz) 1 1 Lmaz\ 1 ]°
i(z) = 2 {fd (=25 i 55 (- 222) 7m } ,

and for the VH and VV polarizations,
H(f) = F{h(z)}
h(z) = e14()

Loz 'l 1
o(r) =2rm {fd ((I +0.5) - —‘--"> PRE + §fy

( :}:05) Lmaz ] ?
T 2 PRF, [

where 0 <z < [, - 1.




The “ = “i1s used when the V channelis returned in the first half, between V transmit and
H transmit. Conversely, the "+” is used when the V channel is returned in the second half,
between H transmit and V transmit.

Again, the cosine squared plus pedestal function is selected as the window function to control .
the sidelobe ratios. The pedestal height is selected to be 0.45. The weighting function is

generated and multiplied with the reference function in the time domain. The azimuth
reference function is then FFT1'ed.

8.2.7 Reference Function Multiplication

Complex conjugate multiply the range migration compensated, azimuth spectral lines with
the spectra of the azimuth reference functions (X (f)H*(f)).

8.2.8 Inverse Azimuth FFT

Take inverse azimuth FFT of the multiplied spectra and rotate the spectra to baseband.
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8.3 Azimuth Deskew

The, processing Doppler parameters are updated in the along-track direction to accommodate
the attitude drift. This along-track Doppler update causes significant relative skew and
azimuth offset among image blocks. For some cases, the skew can be greater than the image
block size. which ‘is particularly true for the C-band. It also creates non-negligible range
offset which must be compensated. The image data thus must be resampled before being
merged into a long strip image.

L.et us use the following notations:

n: azimuth block index, 0 <n < M, - 1;

M,: number of azimuth blocks;

1: azimuth lineindex, O <: < N? — Ly =1 =N, — 1;

f["](z'):l)oppler centroid frequency of the ith azimuth line in the nth azimuth block;
fi{"](i): Doppler frequency rate of the ith azimuth linein the nth azimuth block, f, < O;
" ():resampling index of the ith azimuth line in the nth azimuth block;

Ifﬂobal(i): resampling index ©f the ith azimuth line in the Oth azimuth block;
") (7):resampling index of the relative skew between the nth and Oth azimuth blocks:

relative

;,r;;m; start range line index of the nth azimuth block;

d"l(7): fractional part of theresampling index of the ith azimuth line in the nth azimuth
block;

1 (5): memory read index of the ith azimuth line in the Oth azimuth block;
Ifl',‘j.,c(i): memory write index of the ith azimuth line in the nth azimuth block.

The proposed azimuth deskew algorithm is described as follows. The resampling indices
of a given image block are generated based on its azimuth skew, ) (i). The azimuth

skew

skew is then expressed as the summation of the relative skew, 2" (1), and the skew of

‘relative

the reference block, Zgiebst(t). The resampling indices are decomposed into one fractional
part, d")(i), and two integer parts: "l (iyand " (i). The fractional part is used in

the interpolation. After the interpolation, the offs‘;é't”;mong image blocks will only contain
integer pixel shift. The term, I‘[",')m(i), is used in the memory write. After the memory write
in the azimuth dimension, the image blocks will be paralel to each other so that they can
be merged into a long image strip. During the memory read in the range dimension, the
data is read out along the path specified by the terrﬂf’?legi).ThiS completes the azimuth

deskew agorithm.
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8.3.1 Resampling Indices Generation
Theresampling indices are generated as follows.

L (,) 4 o0

skew start
~< 176) o)
Gy f o)

_ (rfk](i) L0
Gy o)
[ oln) [o] -

+< fdn](z) B f?o](z) PRE
L )

(n]

=T global(? )*IL]latwe(i) t Tatare
where f, < 0. The first term represents the skew of the reference azimuth block. The second

term represents the relative skew between the nth and the reference azimuth block. ‘I'he last

term represents the start range line index of the nth azimuth block, Note that the memory
write has the same direction «s deskewing the data while the memory read has the opposite

direction. Let

d)() = frac [Tgtobai(i) 4 7V olgrue ()] 20
1) () = int (2 gtobar(d)
un!t(z) slart(‘) - mt [ 9’050{( )_‘L ‘T[rcllaﬁvc( [n](z) ]r[z d()

The reference block is selected to be the one whose Doppler centroid js the average of the
maximum and the minimum Doppler centroids. The advantage is the reduction in the
relative skew amount,

8.3.2 Azimuth Interpolation -

The fractional part, d(*)(i), is used to interpolate the ith azimuth line in the nth azimuth
block. The interpolation is achieved byincluding a time delay in the time domain azimuth
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reference function,

H(f) = F{h(z)}

h(z) = CJ¢(1)

/) = 2x — ["]i — L mar -~——1 ! (v alg s | max 1 .
)= 2w far = dNG S PR g h s 0 ) S Sppr 13

for0 <r<Lg-—1.

8.3.3 Memory Write

n}
write

Fach interpolated azimuth line is written into the memory from 7
N, -- 1,0 pixels.

(7) for alength of

8.3.4 Memory Read

The data is read out of the memory in the range dimension following the path specified by
Jis (i), i.e.,, the yth output range line is composed of

read
[ +3] |

forj > O.
8.3.5 Range Offset Compensation

The range offset between the nth block and the reference block is
ool
AR Aoy i

GRS - .
ORI v

When Arl®) < 0, it means block n should be placed closer to the flight track. Otherwise,
it should be placed farther away from the flight track. This range offset information is
compensated by including a time delay in the time domain range reference function.

H(f) = F{h(r)}
h(r) = 240

_ r—AOrl 1 o AR :
¢(r) = 2n fo—fj— + ib (—T—) J )




8.4 Multi-Frequency Band Data Processing

‘I'his section presents a design for registration of L-band and C-band images without extra
resampling of data, It is assumed that registration is only permitted for the data acquired
by the same PRF.Let us use the following notations:

t: start MET time converted from the start GMT time requested by the user;
s start MET time of the image data produced by the processor;

= synthetic aperture time;

n: start processing line number;

fa: reference Doppler centroid frequency;

fr: reference Doppler frequency rate;

u:reference skew time;

Vyw: Swath velocity;

Nx: pixel spacing,

The MET time of the first output image range line is the only parameter that is required
for registration. It can be expressed as a function of the start data transfer time, the first

processing range line number, the synthetic aperture time and the reference skew time as
illustrated in Figure 1. This parameter will be saved in the CAS. We have

(nl _ 1) D)

Jq g, (=0 A

U= Rt
©_1

€] _ e, (n ), 1)

My 77y R A

for L-band and C-band, respectively, where

S0 - S
Ty

(9]

W = de
s

are selected to be a multiple of 1/PRF.If antenna beams are aligned, or equivalently the
processing Doppler parameter is inversely proportional to the wavelength, then ull= (€.
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Since t is in seconds and u is selected to be a multiple of 1/PRF, if the synthetic aperture
length is selectéd to be an even number, s PRF is in number of pulses (pixels). It implies
that the I.-band and C-band single-look images will be automatically registered in the overlap
region without extra data resampling. In the following, we discuss the registration for the
multi-look images,

8,4.1 Simultaneous L-Band and C-Band Data Processing

If processing of I.-band and C-band data is requested at the same time, it is designed such
that the output image data will be registered starting from the first image range line.

The DTS will forward the tape until the MET time is equal to t. The L-band and C-band
data (one at a time) will be transferred from the same start range line. Registration of the
[.-band and C-band images is controlled by selecting the start processing lines so that no
extra resampling of the output data is required, The start processing lines, nlf] and nl¢],
are selected to be

(ry . ;lc) ,
(o (I S A 10 ulﬂ> PRF 41

By doing so, the single-look images will be registered from the first output image line, so do
the multi-look images. In the nominal condition, the difference in skew time is smaller than
the difference in synthetic aperture time so that n{€}> 1.

8.4.2 Non-Simultaneous 1~-Band and C-BandData Processing

If processing of L-band and C-band data is requested at different time, it is designed such
that the images will be registered in the overlap region.

The user has the options to register the new image with one of the previously processed
images. The CAS will search for previously processed images that have overlap region with
the new image and prompt the user to select one for registration. After the image is selected.
the CAS will search for the image start MET time. Let it be s°.

Again, registration is achieved by controlling the start processing line. The start processing
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range line is the minimum n that satisfies

(s — s°)WV,u
frac {—————A—;—— <

Note that the single-look images will be automatically registered in the overlap region. How-
ever, since the pixel spacing is changed for the multi-look images, they may not be registered.

The idea of the above condition is select the start processing range line so that the registra

tion error in the output images is less than one-sixteenth of an output pixel.

1

16
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9. STANDARD POSTPROCESSING ALGORITHM

The standard postprocessing algorithm is used to generate the standard single-look image
product, the standard multi-look detected image product and the standard multi-look com-
plex image product- “from the azimuth deskewed single-look complex image data generated
by the standard processor. The major function of the standard postprocessing algorithm in-
clude the cross-product generation, multi-look filtering and data reduction. The multi-look
filtering combines the generation of multi-look imagery as well as the geometric rectification.
The algorithm flowchart is shown in Fig. 9. |
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Fig. 9.1: Standard postprocessing algorithm flowchart.
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9.1 Multi-Look Filtering

The multi-look filtering agorithm is employed to generate ground range, uniform resolution,
equally spaced and speckly reduced multi-look image products by combining together the
geometric resampling and low-pass filtering. For the SIR-C, it is proposed that al the high
bandwidth (20 MHz) mode images and low bandwidth mode (10 MHz) images be filtered to
a25 m resolution in azimuth and a '25 m or natural resolution in range, The pixel spacing
is selected to be 12.5 m in' both range and azimuth. For the single-polarization data, the
filtering is applied to the intensity image. For the dual-polarization and quad-polarization
data, the filtering is applied to the cross-products. To reduce the undersampling effect in
range, the data is oversampled before the multi-look filtering is applied. The oversampling
is combined with the dlant-to-ground range conversion to reduce computational complexity.

8.1.1 Resolution

The natural ground range resolution in the distance unit is approximately

6= 12 %089 X 5y

where “0.89” is the factor corresponding to the 3 dB resolution of an ideal sine function and
“1.20” represents the resolution broadening caused by the standard processor. The natural
azimuth resolution in the distance unit is

‘/, w

6 = 1.2 % 0.89 x 20

If 67 and 6 are expressed in the unit of pixels, then

6 =12 x0.89x%

PRF

Let & and 6, represent the desired resolutions and b, and b, the associated resolution
broadening factors, i.e,

6,
b= g
b = 2
o3

- 89 -




For SIR-C, the broadening factor varies from 1.0 to 2.5 in range and from 2.5t04.0 in
azimuth. Recall that for a real digita signal, to recover the signal without any aliasing
effect, the sampling rate-to-bandwidth ratio must be greater than or equal to two. For the
SIR-C. this sampling rate-to-bandwidth ratio is approximately 1.125 in range and varies
from 1.28 to 1.56 in azimuth.

9.1.2 Range Oversampling and Slant-to- Ground Range Conversion

‘I"here arc two reasons why the range oversampling and the slant-to-ground range conversion
are combined together. The first reason is to reduce additional computational complexity.
The second reason is to employ the cubic spline interpolator to interpolate the complex
data to preserve the data quality. The weighted sine squared filter will primarily be used to
low-pass filter the data to the desired resolution in formation of the multi-look imagery.

The output range pixel spacing is selected to be

1 c
P i 2. o1, . R .
Ar mm{l 5m ZIQXOSQXQBSinGJ}

The range resampling indices are generated as follows

-/ 7 !
th + (Ren + h)2 — 2]{,1(ch +h)c05 (EL}';M_A'.)] 7- rol
14 d= — _ el ’
T,

where R, and r,; represent the near range groundrange and slant range and : and i’ represent
the input and output range pixel indices respectively.

]{Et '+ (h " ch)Q = r;zl

_ -1
fy = Hevcos 2Rec(h 4 Ren)

9.1.3 Cross-Products Generation

The next step is to generate the cross-products of the range oversampled, slant-to-ground
range converted data, where the cross-products are defined below.
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For the quad-polarization data, let the scattering matrix be

g (Snu Sav
Svy  Svv

First of all. average the cross-polarization channel data. Let

¢ Swv + Svy
Spv = ——5—.

<

Then, generate six cross-products from the scattering matrix: 1. Iugnv,lHvuv,
Iyuvv, Iyvyy and Ivvvv, where

Iyunn = SuuSyy
Inunv = SuuShv Invuv = SpyvSyy

Innyvv = SyuSyv Igvvv = SuvSyy Ivvvy = SvvSpy

For the single-polarization and the dual-polarization data, the average of cross-polarization
data is omitted and only the valid cross-products are generated.

9.1.4 Multi-Look Filter Coefficients Generation

The multi-look filter is required to meet the following requirements:
(2) Be capable to handle variable resolution broadening factors;

(b) Non-negative power;

(c) Small interpolation errors;

(d) Small computational complexity;

(e) Large equivalent number of looks; and

(f) Low sidelobes.

A sufficient condition for the non-negative power requirement is that all the filter coefficients
be non-negative. For the SIR-C, the “weighted sine squared filter” is selected, which meets
all the above requirements. The procedure to generate the filter coefficients is described
below.

(@) Select the desired resolutions;
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(b) Compute the initial resolutions;

(c) Compute the resolution broadening factors, and

(d) Use the broadening factor to determine the weighted sine squared filter parameter.

For the SIR-C. the filter length is selected to be 12 points and the number of quantization
steps is 32. One filter is generated in range and one in azimuth

et ususe the following notations:

1: filter length;

n:number of bins of the filter;

6%: resolution in number of pixels following oversampling;

a:the multi-look filter coeflicient used to control the resolution broadening;
N:FFTlength used in filter generation; and

N:FFT length used in oversampling.

Also let
_ N
T 2ab0’

where2m represents the number of nonzero frequency bins in the spectrum,

The l-point n-bin weighted sine squared filter coefficients are generated in the frequency
domain as follows.

(@) Generate a cosine squared plus pedestal window in the frequency domain.

(1-—h)cos:'(7’;")+h, for0<i<m-1;
Wi =¢ 0, form<i<N-m-1,;
(1 - k) cos® (i%!l) Lhy, for N—m<i1<N-1.
where h represents the height of the pedestal function.
(b) Take inverse FFT of W(i) and energy detection, i.e.,

w’(i) = [F~H(W()) 20 <i <N --1,

where w?(1) represents a weighted sine squared function. Notice that the peak occurs at
t = 0.
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(c) Oversample w?(i) by a factor of n using the FFT oversampling approach, let the
oversampled function be w?(1), where O <i<N'--1 and N'=n N.

(d) For an I-point n-bin filter, the filter coeflicients are

s(.k) = w? { K" B ‘é‘) " } mod N'} ,

where O<j<71—1 and 1 <k<f. To preserve the energy before and after filtering,

SR =

The point-target study results show that for the weighted sine squared filter, the multi-look
filter parameter, a, can be well approximated by a quadratic polynomia function of the
resolution broadening factor, b, for 1 <a< 3.

a:: -0.58743 + 1.0448b6—0.0357826%.

This equation is generated assuming that a pedestal height of 0,45 is used in data weighting
and a pedestal height of 0.08 is used in filter weighting.

9.1.5 Multi- Look Resampling Indices Generation

Resampling indices show the relationship between the input and output pixel indices. The
azimuthresampling indices are generated as follows

Ax k'

k+4r= -PRF,

’

suw

where k and K’ represent the input and output azimuth pixel indices respectively.

The range resampling indices are generated as follows

Ari!

'+ d = .
1+ NG

Note that if Ar = Ar’, which occurs for data acquired at steep incidence angles, there is no
need for multi-look filtering in range, i.e., the natural resolution will be preserved.
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9.2 Data Reduction

9.2,1 Multi-Look Complex Data Reduction

The cross-product data reduction algorithm is selected as the multi-look complex data re-
duction algorithm for the SIR-C processor.

9.2,1.1 Quad-Polarization Data Reduction

For the quad-polarization data, the data reduction algorithm is as follows. Recal-that the
six cross-products are: IggyunIynuv,luvuv,gavv.Igvvv and Ivvvyv. where

Innun = SuuShy
Ingnv = SyuSyy Invuv = SyvSyy

Innvv = SyuSty Invvv = SpvSvy Iyyyy = SvvSiy
The data reduction is applied to the filtered cross-products as follows.

I.et the scale factor be
scae = Igyunp 4+ 2luvav + Ivvyy.

The first output byte is used to represent the exponent of this scale factor
Byte(l) = int {log,(scale) }.
The second output byte is used to represent the mantissa of this scale factor
Byte(2) = tnd {254(MAN - 1.5)},
where

scale

N]AN = Z-B;le(lj

let

Byte(2)
= - ) Byte(1)
gsca ( 251 + 1 ) 2 .

The remaining steps are to normalize al the cross-products by this quantized scale factor.
"gsca”. Two bytes arc then used to represent each complex cross-product and one byte is
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assigned to represent each real cross-product. This results in a total of 10 bytes per output
pixel.

Byte(3) = rnd
{*“"E}-1"
Byte($) =,rn{255—-"—""’v} —127
gsca
Byte(5)= rnd {sgn[Rc(I}{HHv)] 127\/2|Re(;i:}1v)|}
Byte(6) = md sgnllm(/yyuv)] 127 \/Qllm(::i;mv)l}
Re(7
Byte(7) :rn({m—e( HHVY)
gsca }
Im(J] ,
Byte(8) = rnd 127_12£_51LKL)
{ qsca

2 ,
Byte(9) = rnd Sgn[Re(]HVVV)] ]_2{/ IRe(Ixvy V)'}
)

{ gsca
Byte(10) = ind sgn[Im(Igvvy)] 127 M]_{’X}iﬁi )
{ gsca

9.2.1.2 Dual-Polarization Data Reduction

For the dual-polarization data, the reduction procedure is similar to that for the quad-
polarization data. Let xz and y be the polarizations. First of all, generate three cross-
products: Ir;(=5;5%), I14(=5:5y) and Iy (= S, S;). These cross-products are filtered to
the desired resolution and pixel spacing. Thescale factor is the same as that of the quad-
polarization except that the cross-products of the non-existing polarizations are set to be
zero. Again, two bytes are assigned to the scale factor: one byte to the exponent and the
other byte to the mantissa. The other cross-products are thennormalized by the quantized
scale factor. Two bytes are then used to represent each complex cross-product and one byte

is assigned to represent each real cross-product. ‘I’he total number of bytes per output pixel

is five, The bytes generated are listed as follows.

a) HH and VV polarizations. Byte(l), Byte(2), Byte(4), Byte(7) and Byte(8);
b)HH and HV polarizations: Byte( 1), Byte(2), Byte(3), Byte(5) and Byte(6);
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c) VH and VV polarizations: Byte( 1), Byte(2), Byte(3), Byte(9) and Byte(l O).

9.2.2 Single-Look Complex Data Reduction

The scattering matrix data reduction algorithm is selected as the single-look complex data
reduction algorithm for the SIR-C processor. Let us first consider the quad- polarization

case. l.et the scale factor be

scale = SyySyy 4 SuvSyv + SvuSyy + SvvSyy.

The first two bytes are used to represent the exponent and mantissa of the total power.

Byte(l) =int{log,(scale)}
Byte(2) =rnd{254(MAN — 1.5)},

where
scae

MAN = QW.

L.et the quantized scale factor be

Iiyte(2)
= 92 — "N 4. )Byte(1)
gqsca \/Z 554 + 5) 2

The scattering matrix data are then coded as follows.

S
Byte(3) = 127 Re( ﬂ)
SCa
S
Byte(4)= 12|24 H)
gsca
Suv
Byte(5) = 127 Re(Snv)
gsca
Byte(6)= 127 Im(Syv)
qsca
S'
Byte(7) = 1278¢(5vH)
gsca
Im(Sy )
Byte(8) = 127———¥#.
qsca
5!
Byte(9) = 127 Re( ﬂ}
gsca
Sy
Byte(10) =127 )
gsca

- 96 -



The total number of bytes per output pixel is ten.

For both single-polarization and dual-polarization cases, only those available scattering el-
ements are coded. This results in a total of four bytes for the single-polarization data and
six bytes for the dual-polarization data.
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10. QUALITY ASSURANCE PLAN

Data flow of the SIR-C GDPS Q/A plan is shown in Fig. 10.1. These Q/A functions ate
emploved t0 assist in understanding the data quality at each processing stage. The proposed
Q/A functions (and parameters) consist of severa categories:

1. DataTransfer Q/A: performed by the Data Transfer Subsystem during the data transfer:

2. Turn-on and turn-off sequence Q/A:performed by the SAR Correlator Subsystem during
the turn-on and turn-off sequence processing;

3. Standard preprocessing ()/A:performedby the SAR Correlator Subsystem during the
standard preprocessing;

4. Raw data Q/A: performed by the SAR Correlator Subsystem;

Iimage Q/.4: performed by the SAR Correlator Subsystem;

o

6. Visua image Q/A: performed by the Output Products Subsystem;

-1

. Output products Q/A: performedby the Output Products Subsystem;
8. Off-line image Q/A: performed by the Output Products Subsystem; and
9. Cadlibration Q/A: performed by the Calibration Subsystem.

The first seven Q/A functions are run on a routine basis. The off-line image Q/A function is
planned for a more comprehensive analysis of image data in case anomaly effects are observed
in the output image data The calibration Q/A includes parameters such as point-target
performance parameters, radiometric and geometric calibration parameters are pre-generated
by the Calibration Subsystem.
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Fig. 10.1: SIR-C Ground Data Processing System data

products quality assurance plan.




10.1 Data Transfer Q/A

Data transfer Q/A parameters listed below are derived by the Data Transfer Subsystem
during the data transfer.

1. Biterror rate estimate

2. Missing lines
(@) Total number of missing lines
(b) Missing lines locations
(¢) Number of flywheels
(d) Number of locks out of place
(e) Locations on HDNC

3. Gain change

4. 1D WP change
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10.2 Turn-On and Turn-Off Sequence Q/A

Turn-on and turn-off sequence Q/A parameters listed below are derived by the SAR Corre-
lator Subsystem during the turn-on and turn-off sequence processing.

1. Receive only noise
(@) Noise power estimate
(b) Processor noise data gain estimate
2.Caltone scan
(a) Caltone gain and phase estimates
3. PRF scan
(a) Ambiguous Doppler centroid estimate
(b) Unambiguous Doppler centroid estimate
(c) Doppler centroid delta error
(d) Number of preprocessing iterations for Doppler centroid frequency
(e) Allowed number of iterations for Doppler centroid frequency
(f) Convergence delta for Doppler centroid frequency

(g) Standard deviation for Doppler centroid frequency
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10.3 Standard Preprocessing Q/A

Standard preprocessing Q/A parameters listed below arc derived by the SAR Correlator
Subsystem during the standard preprocessing.

1. Preprocessing convergence
(a) Number of preprocessing iterations for Doppler centroid frequency
(b) Number of preprocessing iterations for Doppler frequency rate
(c) Allowed number of iterations for Doppler centroid frequency
(d) Allowed number of iterations for Doppler frequency rate
(e) Convergence delta for Doppler centroid frequency
() Convergence delta for Doppler frequency rate
(g) Standard deviation for Doppler centroid frequency

(h) Standard deviation for Doppler frequency rate.
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10.4 Raw Data Q/A

The raw data Q/A contains five magjor functions: Range histogram; Range spectrum: Caltone
processing; Echo monitor; and Azimuth spectrum. Raw data Q/A parameters listed below
are derived at severa intervals by the SAR Correlator Subsystem.

1. Range histogram
(@) Range histogram plot
(b) Mean
(c) Standard deviation
(d) Percent saturation in histogram
2. Range spectrum
(@) Range spectrum plot
(b) Signal-to-Noise Ratio estimate
(c) Range bandwidth estimate
(d) Spurious peak count in range spectrum
(e) Spurious peak location in range spectrum
3. Caltone processing
(@ Caltone gain and phase estimates
(b) Mean
(c) Standard deviation
4. ¥.cho monitor
(a) Echo monitor plot
(b) Roll angle estimate
5. Azimuth spectrum
(@) Azimuth spectrum plot

(b) Azimuth bandwidth estimate.
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Fig. 10.2 shows the raw data Q/A algorithm flowchart. The raw data Q/A functions
will be performed for each polarization data during the standard processing mode (at start,
center and end for a 15-second multi-look processing run; and at start and end for an 8-
secondsingle-look processing run), For each interval, 256 range lines are selected to derive
the Q/A parameters. During the survey processing mode the raw data Q/A functions are
performed at one minute intervals for one polarization channel data. For each interval, the
entire processing block data are selected to derive the Q/A parameters. For each range line,
the entire range samples are used.

10.4.1 Range Histogram

The range histogram shows the probability of data sample’'s values (grey levels), from O to
15 for the 4-bit data sample and from O to '255 for the 8-bit and BFPQ data sample. The
mean, Standard deviation and percentage of saturation arc computed. ‘I’he percentage of
saturation is defined as the probability of data samples at tails (O and 255 for the 8-bit case).
If the percentage of saturation is large, it means that the receiver gain is set too high, which
results in clipping of signal. Ideally, the histogram is approximately Gaussian distributed.
However, strong ground interference signals may cause the histogram into " bimodal cusp”
shape.

For the SIR-C processor, one histogram is generated per polarization per intervalduring the
standard processing mode. Only one histogram is generated per interval during the survey
processing mode since only one polarization data is processed.

10,4.2 Range Spectrum

The range spectrum is obtained byincoherently averaging the range spectra (intensity) in
the along-track direction, The range spectrum is used to estimate the Signal- to-INoise Ratio
(SNR) and also to detect the interference signals (spikes in the range spectrum). The SNR
is computed by taking the ratio of the energy at the center of the spectrum to that at the
tails. Interference signals are detected by applying a threshold across the range spectrum.

For the SIR-C processor, one range spectrum is generated per polarization per interval during

the standard processing mode. Only one range spectrum is generated per interval during
the survey processing mode since only one polarization data is processed.
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Fig. 10.2: Raw data Q/A algorithm flowchart.
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10.4.3 Caltone Processing

The caltone gain is obtained by coherently averaging the range spectra in the along-track
direction. The amplitude and phase of the peak of the coherent sum represents the caltone

gain and phase, The caltone gain, normalized by a reference caltone gain, is used to charac-*

terize the variation in the receiver gain. Because the number of range samples may not be a
power oOf two, a technique known as the caltone signal padding and removal is employed to
ensure that the caltone signal will concentrate on the predicted frequency bin in the range
spectrum following range FFT.

For the SIR-C’' processor, one caltone gain is generated per polarization per interval during
the standard processing mode, The three caltone gains generated during the nomina 15
second processing run are checked for short term instability. The three caltone estimates are
averaged. The average of the caltone gain estimates is normalized by a pre-selected caltone
gain and applied in the range radiometric compensation vector. Only one caltone gain is
generated per interval during the survey processing mode since only one polarization data
is processed. No averaging is applied.

10.4.4 Echo Monitor

The echo monitor is obtained by incoherently averaging the range compressed data (intensity)
inthe along-track direction. The echo monitor is useful to check on the elevation pattern,
the correctness of DWP, the existence of nadir return interference.

For the SIR-C processor, one echo monitor is generated per polarization per interval during
the standard processing mode. Only one echo monitor is generated per interval during the
survey processing mode since only one polarization data is processed.

10.4. s Azimuth Spectrum

The azimuth spectrum is obtained by incoherently averaging the azimuth FFT’ed data in the
cross-track direction. The azimuth spectrum is useful to examine the shape of the azimuth
antenna pattern.

For the SIR-C processor, one azimuth spectrum (at mid-swath) is generated per polarization
per interval during the standard processing mode. Only one azimuth spectrum is generated
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per interval during the survey processing mode since only one polarization data is processed.
No range migration compensation is applied. Total of 64 azimuth lines are averaged to
reduce the noise effect for each azimuth spectrum.
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]0.s Image Q/A

The image data Q/A parameters (image histogram) are generated by the SAR Correlator
Subsystem following the data processing.

1. Image histogram
(8 Image histogram plot
() Mean
(¢) Standard deviation
(d) Percent saturation of histogram
(e) Image balance
(f) HV balance
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10.6 Visual Image Q/A

Following the completion of each processing run, the output image data will be displayed
on the screen on a routine basis. These images will be visually inspected by the operator to

detect any noticeable artifacts.

10.7 Output Products Image Q/A

T'he photoproducts will be visually inspected by the operator to detect any noticeable arti-
facts.

A subset of the data recorded on the tape will be played back and compared with the
reformatted data stored on disk to ensure that the data are correctly written onto tape.

10.8 Off-Line Image Q/A

The off-line image Q/A function is planned for a more comprehensive analysis of image
data in case anomaly effects are observed in the output image data. It alows for statistics
calculation of the magnitude detected image, the phase difference image and amplitude ratio
image of the user selected image block, It also provides functions for point target performance
evaluation and multiple channel image registration test.
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10.9 Calibration Q/A

“I’he calibration Q/A parameters such as point-target performance parameters, radiometric
and geometric calibration parameters are generated by the Calibration Subsystem.

1. Point-target performance
(@ Nominal dant range resolution
(b) Nomina azimuth resolution
(¢) 3-dB mainlobe measvrement
(d) 8-dB mainlobe measurement
() Range ISLR
(f) Azimuth ISLR
(¢g) Range PSLR
(h) Azimuth PSLR
(i) Range ambiguity
(J) Azimuth ambiguity
2.Radiometric calibration
(a) Equivalent number of looks
(b) Radiometric presentation
(c) Nominal radiometric resolution
(c) Instantaneous dynamic range
(e) Nominal absolute radiometric calibration magnitude/phase uncertainty
(f) Nominal relative radiometric calibration magnitude/phase uncertainty
3. Geometric calibration
(@) Along-track absolute location error
(b) Cross-track absolute location error
(c) Along-track scale error

(d) Cross-track scale error
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(e) Along-track relative registration error

(f) Cross-track relative registration error
(g) Skew error

(h) .-A bsolute orientation error,
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